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ABSTRACT

Information diffusion prediction targets on forecasting how information items spread among a set of users. Recently, neural networks have been widely used in modeling information diffusion, owing to the great successes of deep learning. However, in real-world information diffusion scenarios, users are likely to have different behaviors to information items from different topics. Existing neural-based methods failed to model the topic-specific diffusion patterns and dependencies, which have been shown to be useful in conventional non-neural methods. In this paper, we propose Topic-aware Attention Network (TAN) to take advantage of both topic-specific diffusion modeling and deep learning techniques. We jointly model the text content of information items and cascade sequences by incorporating topical context and user/position dependencies into user representations via attention mechanisms. A time-decayed aggregation module is further employed to integrate user representations for cascade representations, which can encode the topic-specific diffusion dependencies independently. Experimental results on diffusion prediction tasks over three realistic cascade datasets show that our model can achieve a relative improvement up to 9% against the best performing baseline in terms of Hits@10.
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Figure 1: An illustrative example of conventional modeling and topic-aware modeling of information diffusion. Conventional modeling captures dependencies entangled from different topics, while topic-aware modeling captures topic-specific dependencies. Here purple arrows indicate the dependencies under the basketball topic, and the green arrow indicates the dependency under the movie topic.

1 INTRODUCTION

Online social platforms such as Twitter and Sina Weibo have attracted millions of users and massive information is diffused among users everyday. The process of information diffusion, also called a cascade, has been analyzed via diffusion pattern and user behavior modeling in many applications, such as popularity prediction [10, 37], epidemiology [26, 36] and personal recommendation [18, 32].

As a popular microscopic cascade prediction task [33], next user prediction [29] has been widely studied in recent years. The problem is formulated as predicting the next infected user of an information item given the time-ordered sequence of previously infected users. With the development of deep learning techniques, some works [6, 16, 34] adopted recurrent neural networks to model cascades by considering information diffusion as sequences of infections and achieved promising performances. Though a cascade is often represented as a sequence of users sorted by infection

Conventionally, researchers will use “infect”, “activate” or “influence” to characterize the fact that a user interacts with an information item.
timestamps [17, 35], the real diffusion process [29] is usually non-sequential and depend on unobserved user connection graph. Therefore, other works [29, 31, 33] leveraged attention mechanisms to capture non-sequential long-range diffusion dependencies.

However, existing neural-based methods assumed homogeneous diffusion behaviours and patterns for all information items. This assumption may not hold in the real world. Intuitively, users usually have multiple interests, and their diffusion behaviors could be rather diverse according to the topics of information items. For instance, users are likely to follow and retweet different persons under different topics, and therefore have topic-specific dependencies. Fig. 1 shows an toy example of conventional modeling and topic-aware modeling of information diffusion. Fig. 1(a) presents the typical problem of next infected user prediction in information diffusion analysis. Conventional modeling in Fig. 1(b) usually ignores the text content of diffusing items, and learns mixed dependencies from different topics. In contrast, topic-aware modeling aims to explicit decouple topic-specific diffusion dependencies and thus is able to predict more accurately as shown in Fig. 1(c).

In fact, conventional non-neural methods [1, 12] based on independent cascade (IC) [15] models have demonstrated the advantage of topic-aware modeling, where each information item is recognized as a mixture of multiple topics and the diffusion behaviors under different topics are characterized separately. But these early methods are built on over-strong independent assumptions [33] which limit the generalization performance, and have been shown to be suboptimal by recent deep learning-based methods [27, 33]. To the best of our knowledge, no previous works have suggested a neural-based topic-aware model for capturing different diffusion dependencies from different topics.

In this paper, we propose Topic-aware Attention Network (TAN) to benefit from both topic-specific diffusion modeling and deep learning techniques. In specific, we design a novel and effective topic-aware attention mechanism to incorporate the topical context and diffusion history context into user representations for predictions. The topical context enables topic-specific modeling of diffusion patterns, and the diffusion history context can be further decomposed to the user dependency modeling and position dependency modeling. Consequently, we can build multi-topic user representations with context encoded for each user. Then we further integrate user representations for cascade representations by a time-decayed aggregation module. Note that all these modules are motivated by the characteristics of information diffusion. Thus, our proposed TAN can better fit the real-world diffusion data and predict more precisely. Also, the topics are pre-defined in conventional topic-aware models [1, 11] while automatically learned in this work. Experimental results on three public datasets show that our proposed model achieves better performance than state-of-the-art baseline methods on information diffusion prediction. Ablation studies and the analysis of learned topics further demonstrate our effectiveness.

To summarize, the main contributions of this paper are as follows:

- We propose a novel model named TAN to better fit the characteristics of information diffusion. TAN can capture the topic semantic of information text and establish topic-specific diffusion dependencies with attention mechanisms.
- We conduct extensive experiments on three real-world cascade datasets, demonstrating that TAN can significantly improve the prediction performance on next infected user prediction compared with state-of-the-art approaches.

2 RELATED WORK

We group existing microscopic cascade prediction methods into three categories: IC-based methods (popular before 2014), embedding-based (popular during 2014 - 2017) and deep learning based methods (popular after 2017). We summarize related work in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>IC model</th>
<th>Conventional</th>
<th>Topic-Aware</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedding</td>
<td>CDK [2], CSDE [2], Embedded IC [3], Inf2vec [7], DNRL [30]</td>
<td>-</td>
<td>Topo-LSTM [27], CYAN-RNN [29], DeepDiffuse [14], FOREST [34], NDAL [33], HiDAN [31], Inf2vec [24]</td>
</tr>
</tbody>
</table>

Table 1: Summary of related works.

2.1 IC-based methods

Many cascade diffusion models were based on the assumptions from the fundamental Independent cascade (i.e. IC) model [15], which allocates an independent diffusion probability between every user pair. Extensions had been proposed by considering more information, such as continuous timestamps [21, 22] and user profiles [23]. CTIC [22] considered continuous-time information and was able to extracted diffusion paths from sequential observations of infections. NetInf [8] predicted the unobserved diffusion network from temporal correlations and Inf2path [9] further inferred the dynamics of the underlying network. MMRate [28] studied multi-aspect diffusion networks since different cascades show various diffusion patterns. A few techniques explored the influence of topic information for cascade modeling. TIC [1] first studied information diffusion from a topic-aware perspective by setting topic-specific probabilities between each user pair. HTM [11] combined hawkes processes with topic modeling to infer diffusion networks. PTC [12] considered users’ preferences over topics and designed a preference-enhanced topic-aware cascade model.

2.2 Embedding-based methods

Embedding-based approaches were proposed to take advantage of representation learning techniques. CDK [2] presented an original way to learn diffusion processes by embedding users in a continuous latent space, and CSDE [2] was proposed to additionally take into account diffusion content. Embedded IC [3] computed the diffusion probability of each user pair by a function of their user embeddings instead of directly estimating a real-valued parameter. Inf2vec [7] further combined both the local social influence and global user similarity to learn user embeddings. DNRL [30] learned user representations simultaneously from diffusion sequence and
social network and was applicable to both diffusion prediction and link prediction tasks. However, neither IC-based methods nor embedding-based methods considered the modeling of sequential information of cascades. Recent works [33] have shown that these models are less effective than deep learning-based models.

2.3 Deep learning-based methods

With the success of deep learning, recurrent neural networks (RNNs) have shown great capability in modeling information diffusion. TopoLSTM [27] extended the standard LSTM model by structuring the hidden states as a directed acyclic graph (DAG) extracted from the social graph. CYAN-RNN [29] and DeepDiffuse [14] employed RNNs and implicitly considered diffusion structures by attention mechanisms. recCTIC [16] proposed a bayesian topological RNN model for capturing tree dependencies. Diffusion-LSTM [13] employed image information to aid the prediction and built a Tree-LSTM model to infer diffusion paths. FOREST [34] extended the GRU model which presented an additional structural context extraction strategy to utilize the underlying social graph information.

Most recently, some attention networks were presented to better capture the diffusion dependencies in cascading sequences. NDM [33] captured dependencies based on multi-head attention mechanism and unified user information with convolution neural networks. HiDAN [31] built hierarchical attention network to jointly capture user dependency and time decay effect. Inf-VAE [24] used a novel expressive co-attentive fusion network to predict the set of all influenced users. HID [38] presented a hierarchical cascade framework by integrating user representation learning and multi-scale modeling. However, to the best of our knowledge, existing neural-based methods rarely took advantage of information text, and did not consider the modeling topic-aware diffusion patterns and user behaviors. Compared with them, TAN also better captures user/position dependencies by sticking to the properties of information diffusion.

3 DATA OBSERVATION

In this section, we will first introduce the datasets studied in this paper. Then we will conduct data observation and investigate the intrinsic relationships between diffusion behaviors and topic semantics. In specific, we will study whether topic preference exists among users and whether users are interested in multiple topics during information diffusion.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Weibo</th>
<th>Memetracker</th>
<th>DBLP</th>
</tr>
</thead>
<tbody>
<tr>
<td># Users</td>
<td>5,000</td>
<td>10,244</td>
<td>4,581</td>
</tr>
<tr>
<td># Links</td>
<td>18,710,854</td>
<td>8,417,276</td>
<td>540,820</td>
</tr>
<tr>
<td># Cascades</td>
<td>27,704</td>
<td>15,521</td>
<td>3,516</td>
</tr>
<tr>
<td>Avg. Cascade Length</td>
<td>26.27</td>
<td>15.38</td>
<td>4.37</td>
</tr>
</tbody>
</table>

Table 2: The statistics of datasets.
listed in Table 2. Following [33], two users are assumed to have a link between them if they appear in the same cascade sequence.

### 3.2 Data Analysis

In this subsection, we will validate our motivation of topic-specific modeling. More specifically, we conduct data observations on the three datasets and further answer the following two questions: Q1: Does topic preference exist among the users? Q2: Are the users interested in multiple topics?

To answer the second question, we first need to figure out the topics among information items. With the help of Latent Dirichlet Allocation (LDA), we can compute topic distribution for each item. In this experiment, we set the number of LDA topics to 5 and categorize each item into the topic with the largest probability based on its topic distribution.

To answer the first question, we present the distributions of items and users under each topic, respectively. For every user, we will count the number of times that she/he interacts with an information item of a specific topic. Then we categorize each user into the topic with the most frequent interactions. Fig. 2 presents the percentages of items and users under each topic on the three datasets. Here the item distribution (golden columns) can be seen as a prior distribution of user distribution (green columns): each user randomly interacts with information items. However, we can see that there are significant differences between item and user distributions on all three datasets. For example, topic 5 on DBLP dataset has the least number of items but the most number of users, which indicates that many users prefers items of topic 5 than those of other topics. Therefore, users do have topic preference on information items during the diffusion.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Top-1</th>
<th>Top-2</th>
<th>Top-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weibo</td>
<td>0.439</td>
<td>0.543</td>
<td>0.875</td>
</tr>
<tr>
<td>Memetracker</td>
<td>0.543</td>
<td>0.805</td>
<td>0.940</td>
</tr>
<tr>
<td>DBLP</td>
<td>0.680</td>
<td>0.805</td>
<td>0.990</td>
</tr>
</tbody>
</table>

Table 3: The average ratios that each user’s interactions can be covered by the interactions of her/his Top-K (K=1,2,3) favourite topics.

To answer the second question, we conduct a group of statistics to figure out the average number of topics that a user interacts with. Specifically, for every user, we compute the average ratio of (# items she/he interacts with under her/his Top-K favourite topics) to (# all items she/he interacts with). In other words, we are trying to figure out how many percent of each user’s interactions can be covered by the interactions of her/his Top-K favourite topics on average. Table 3 presents the statistical results for K = 1, 2, 3 on the three datasets. We can see that interactions of a single topic (Top-1) cannot have a good coverage for all three datasets, especially for Weibo where social platform users usually have multiple interests. On the other hand, Top-3 topics on Weibo/Memetracker and Top-2 topics on DBLP can cover around 90% interactions. That is to say, Weibo/Memetracker/DBLP users are mainly interested in 3/3/2 of 5 topics, respectively. From the above analysis, we can conclude that users will be influenced by multiple topics, instead of preferring only one topic.

In summary, these data observations demonstrate the existence of topic preference and multi-topic interest of users, which supports our motivation to model topic-specific diffusion behaviors and dependencies for more accurate predictions.

### 4 METHOD

In this section, we will start by formalizing the diffusion prediction problem and introducing our embedding strategy to encode user/position/text information into vectors. Then we will propose the topic-aware attention layers, which aim at capturing historical diffusion dependencies and time decay effects in different topics. Finally, our model will predict the next infected users given the multi-topic cascade representations processed by topic-aware attention layers. The overall architecture of our proposed TAN model is shown in Fig. 3.

#### 4.1 Problem Formalization

Given user set $U$, cascade set $C$ and diffusion message set $M$, the diffusion sequence of i-th item of message set $M$ can be defined as cascade $c_i = \{(u_{i,1}^t, t_{i,1}^t), (u_{i,2}^t, t_{i,2}^t), \ldots (u_{i,|c_i|}^t, t_{i,|c_i|}^t)\}$, where $(u_{i,j}^t, t_{i,j}^t)$ denotes that user $u_{i,j}^t$ is infected at time $t_{i,j}^t$ and the sequence is ranked by its adadministration timestamps. Following the settings in [29], the diffusion prediction task is to predict the next infected user $u_{i,n+1}^t$ given diffusion text and previously infected users $(u_{i,1}^t, \ldots, u_{i,n}^t)$ in cascade $c_i$ for $n = 1, 2, \ldots, |c_i| - 1$.

#### 4.2 Embedding Layer

**User embeddings**: To capture users’ interests and dependencies in different topics, we employ embedding matrix $M^U \in \mathbb{R}^{|U| \times K \times d}$ to encode users, where $|U|$ is the total number of users and $K,d$ are the number of topics and latent dimensions respectively. For each user $u_{i,j}^t$ in a cascade sequence $\{(u_{i,1}^t, t_{i,1}^t), \ldots (u_{i,n}^t, t_{i,n}^t)\}$, its user embedding is $e_{i,j}^t = [e_{i,j,1}^t, \ldots, e_{i,j,K}^t] \in \mathbb{R}^{K \times d}$, where $e_{i,j,k}^t$ is the user embedding in the k-th topic.

**Positional embeddings**: In order to make use of the sequence order information, we assign a learnable positional embedding $pos_j \in \mathbb{R}^d$ to each position $j$, where $pos_j$ is shared among all cascades.

**Text embeddings**: We utilize pretrained language models (e.g. BERT [5]) to encode the semantic information of diffusion texts. To measure the topical similarity between user embeddings of a specific topic and text embeddings, we transform the text embeddings encoded by BERT-base [5] $x_i \in \mathbb{R}^{768}$ to $y_i \in \mathbb{R}^d$ via a fully-connected layer:

$$y_i = W_{x}x_i + b_{x}, \quad (1)$$

where $W_{x}$, $b_{x}$ are the weight matrix and bias vector.

#### 4.3 Topic-Aware Attention Layer

In this subsection, we will further encode various context information into user representations, and then aggregate them with time-decayed weights to generate cascade representations for each topic.

4.3.1 Enhancing User Representations with Context. Now we will incorporate the topical context and diffusion history context into...
multi-topic user representations. The diffusion history context can be further decomposed into user dependency and position dependency. Inspired by multi-head attention [25], we consider a topic as a specific head and perform attention mechanisms in each topic independently to extract user and position dependencies.

1) Topical Context: Given the embedding of diffusion text $y_i$, we propose to strengthen the user embedding $e_{i,j,k}$ under the $k$-th topic if there exists a higher similarity between them. In specific, we measure the cosine similarity between $e_{i,j,k}$ and $y_i$ for each topic $k$, and normalize the similarities by a softmax function:

$$z_{i,j,k} = \frac{\exp(\langle y_i, e_{i,j,k} \rangle)}{\sum_{l=0}^{K} \exp(\langle y_i, e_{i,j,l} \rangle)},$$

(2)

where $k = 1, 2, \cdots, K$ and $z_{i,j,k}$ is the weight for user $u^j_i$ in the $k$-th topic. Then the user embeddings with topical context is computed as $\hat{e}_{i,j,k} = z_{i,j,k} e_{i,j,k}$. We can see that the $k$-th embedding $e_{i,j,k}$ having a larger cosine similarity with text embedding will be allocated a larger weight $z_{i,j,k}$ and thus get strengthened.

2) Diffusion History Context: Intuitively, the fact that a user gets infected is usually attributed to the diffusion text and only a few previously infected users in the diffusion sequence. Therefore, the diffusion history context is to extract and characterize the users that are potentially related to the infection of $u^j_i$. In specific, we propose to employ attention mechanisms for modeling user dependencies, and give more attention weights to such potential users. Formally, the attention score of user dependency between target user $u^j_i$ and its previous user $u^j_m \in \{u^j_1, \ldots, u^j_{i-1}\}$ in topic $k$ is computed as:

$$a^\text{user}_{jm,k} = \langle \hat{e}_{i,j,k}, W^\text{tar}_k \hat{e}_{m,k}, W^\text{pre}_k \rangle^T,$$

(3)

where $W^\text{tar}_k, W^\text{pre}_k \in \mathbb{R}^{d_d \times d}$ are topic-specific linear projections for target user and previous user respectively.

Intuitively, we should also pay attention to the source user as well as the newly infected ones. Note that this dependency is independent with specific users, and thus we propose to model position dependency under each topic. Different from previous works which directly sum up predefined positional embeddings and user embeddings, we compute the position dependency scores in a similar way as user dependency modeling. In this way, our method can better capture user-irrelevant position dependencies for better prediction performances.

Then the overall attention score $a^i_{jm,k}$ and weight $w^i_{jm,k}$ between $u^j_i$ and $u^i_m$ can describe the diffusion history context and are computed by

$$a^i_{jm,k} = \frac{1}{\sqrt{2d}} a^\text{user}_{jm,k} + \frac{1}{\sqrt{2d}} a^\text{pos}_{jm,k},$$

(4)

$$w^i_{jm,k} = \frac{\exp(a^i_{jm,k})}{\sum_{l=0}^{j-1} \exp(a^i_{jl,k})},$$

(5)

where $a^\text{pos}_{jm,k}$ is the position dependency score from position $m$ to position $j$, and $\sqrt{2d}$ is used for re-normalization.

3) Overall multi-topic user representations with context: To take advantage of the topical and diffusion history context, we represent
user $u^i_j$ in the $k$-th topic as the weighted sum of previously infected users:

$$h^i_{j,k} = e^i_{j,k} + \sum_{m=0}^{j-1} w^i_{jm,k} z^i_{m,k}. \quad (6)$$

Notice that we can also stack multiple layers of the above operations for expressive representations. In this case, the weight $z^i_{j,k}$ for topical context and the position dependency scores $a^i_{jm,k}$ are shared among different layers.

4.3.2 Time-decayed Aggregation for Cascade Representations. After extracting multi-topic representations of users, we need to aggregate them to get cascade representations in multiple topics. We hypothesize that the influence of a user will decay with time, and jointly consider the weights of time decay and diffusion dependencies in Eq. 4.

1) Time-decay effect modeling: Specifically, inspired by [4], we employ non-parametric time decay modeling for each topic. Formally, given the cascade sequence of history infections $\{(u^i_1, t^i_1), \cdots, (u^i_n, t^i_n)\}$, we first transform continuous time decay into discrete intervals:

$$f(t^i_j - t^i_l) = 1, \quad \text{if} \quad t^i_{l-1} \leq t^i_j - t^i_l < t^i_l, \quad (7)$$

where $t^i_l$ are defined by splitting the time range $(0, T_{\max})$ into $L$ intervals $\{[0, t_1), \cdots, [t_{L-1}, T_{\max})\}$ and $T_{\max}$ is the maximum timestamp in the dataset. Each time interval will have a corresponding learnable weight $\lambda^k_f(t_{l-1} - t_l)$ for each topic.

2) Computing multi-topic cascade representations: The overall scores for aggregation are calculated by adding an additional term to Eq. 4:

$$p^i_{njk} = a^i_{njk} + \lambda^k_f(t_{n-1} - t_n). \quad (8)$$

Then $p^i_{njk}$ will be normalized over $j = 1, 2 \cdots n$ via softmax.

Finally, for each topic $k$, we compute the sum of $h^i_{j,k}$ weighted by $p^i_{njk}$ over $j = 1, 2 \cdots n$ and employ a point-wise feed-forward network with ReLU activation to endow non-linearity to the model. The output of topic-aware attention layer, i.e., cascade representations, is denoted as $s^i_k = \{s^i_{n,k}, s^i_{n+1,k}, \cdots s^i_{n+n,k}\}$.

4.4 Training Objective and Model Details

Given the sequence $\{(u^i_1, t^i_1), \cdots, (u^i_n, t^i_n)\}$, the probability of next infected user $u^i_{n+1}$ is parameterized by the similarity between user embedding $e^i_{n+1,k}$ and cascade embedding $s^i_{n,k}$ under the most similar topic. Formally, we compute the likelihood of the cascade interacting with the user $u^i_{n+1}$ as

$$p_\Theta(u^i_{n+1} | s^i_n) = \frac{\max_{k \in \{1,2,\cdots,K\}} \exp(s^i_{n,k} \cdot e^i_{n+1,k})}{\sum_{u^i \in U} \max_{k \in \{1,2,\cdots,K\}} \exp(s^i_{n,k} \cdot e^i_{u^i,k})}, \quad (9)$$

where $\Theta$ indicates all the parameters to be learned.

Then our training objective of infected user prediction is to minimize the negative log-likelihood of all users in all the cascades:

$$L_1 = \sum_{i=1}^{\lfloor \frac{\varepsilon}{2} \rfloor} \sum_{j=1}^{\lfloor \frac{\varepsilon}{2} \rfloor} - \log p_\Theta(u^i_{j+1} | s^i_j). \quad (10)$$

Besides, we expect that each topic subspace can reflect isolated semantics, and the semantics of different users’ embeddings are similar under the same topic. Therefore, we set up $K$ topic prototype embeddings $\{m^k\}_{k=1}^K$ and encourage the user embedding $e^i_{j,k}$ under topic $k$ to be close to the corresponding topic prototype $m^k$. Formally, we aim to maximize:

$$P_\Theta(k|e^i_{j,k}) = \frac{m^k \cdot e^i_{j,k}}{\sum_{k'=1}^K m^k \cdot e^i_{j,k}}. \quad (11)$$

Hence, we sum this term over all users as an additional training objective:

$$L_2 = \sum_{k=1}^K \sum_{i=1}^{\lfloor \frac{\varepsilon}{2} \rfloor} \sum_{j=1}^{\lfloor \frac{\varepsilon}{2} \rfloor} - \log P_\Theta(k|e^i_{j,k}). \quad (12)$$

The overall training objective function is $L = \eta L_1 + (1-\eta) L_2$, where $\eta$ is a balance coefficient. We optimize the parameters by gradient descent with Adam optimizer. To avoid unstable training processes, we also apply layer normalization and dropout regularization techniques to user embeddings. Hyperparameter settings will be introduced in next section. Our code is publicly available\(^2\).

5 EXPERIMENTS

In this section, we will conduct experiments on information diffusion prediction task over three public datasets to demonstrate the effectiveness of our proposed model against various baseline methods. We will start by introducing the baseline methods, experimental setting and evaluation metrics. Then we will present experimental results and give further analysis about the evaluation.

5.1 Baselines

We compare the proposed model with a number of state-of-the-art cascade prediction models, which can be roughly classified into four types: IC-based model (i.e., TIC), embedding-based model (i.e., DNRL), RNN-based methods (i.e., CYAN-RNN, DeepDiffuse, FOREST), and attention based methods (i.e., NDM, HIDAN, Inf-VAE).

TIC [1] extends the classic IC model to be topic-aware, and uses an EM approach for estimating the parameters.

CYAN-RNN [29] extends the RNN-based model by a specific attention mechanism for capturing cross-dependence in a cascade.

DeepDiffuse [14] models temporal information and user sequences by temporal point process and LSTM model, and then employs an attention mechanism to obtain cascade representation.

FOREST [34] is also an RNN-based method which builds a structural context extraction strategy to further consider the influence of underlying social graph information.

NDM [33] employs deep learning including convolutional neural network and multi-head attention mechanism to capture user dependencies.

HiDAN [31] is the state-of-the-art attention based sequential model, which adopts a two-level attention mechanism to dynamically capture user dependency and time decay effect.

Inf-VAE [24] presents a variational autoencoder framework to jointly model social homophily and temporal influence, and aims to predict the set of all infected users. We adopt its problem definition to our task by setting the number of infected users to 1.

\(^2\)https://github.com/BUPT-GAMMA/TAN
### 5.2 Experimental Settings and Metrics

Conventionally, the next infected user prediction task is regarded as an information retrieval problem for evaluation. In other words, information diffusion prediction methods are required to rank all uninfected users by their infection probabilities. Following [31], the prediction performance is evaluated by two widely used ranking metrics: Mean Reciprocal Rank (MRR) and Accuracy on top $k$ (A@$k$), where $k = 10, 50, 100$. Larger values of MRR and A@$k$ indicate better performance.

For hyper-parameter settings, the size of hidden units and user embedding is selected from 64, 96, 128, 160 for all baselines. Other parameters are set according to their original papers. For our model, the size of entire user embedding is set to 160, the topic number is set to $K = 5$, the dimension of topic-specific embedding is $d = \frac{160}{5} = 32$, the number of stacked layers in context encoding is set to 3, and the dropout rate is set to 0.1.

To encode information text, we employ the pretrained language model (e.g., BERT [5]) to capture semantic information of text. As demonstrated by [20], the average of context embeddings consistently outperforms the [CLS] embedding. Therefore, we use averaging context embeddings as text embedding.

### 5.3 Main Results

Table 4 presents the overall diffusion prediction performance of all methods on the three datasets. The last row represents the relative improvement of TAN against the best performing baseline method. We have the following observations:

1. We can find that TAN consistently and significantly outperforms all state-of-the-art baseline methods on all three datasets. As shown in Table 4, the relative improvement over the best performing baseline is at least 5% in terms of MRR and A@$k$ scores. The improvement on these metrics demonstrates the effectiveness and robustness of our proposed model.

2. Compared with the traditional topic-aware model TIC, TAN has very significant improvements on both MRR and A@$k$ metrics: the scores are almost doubled. This indicates the advantage of deep learning techniques for modeling cascade sequences. Compared with the neural models based on RNNs and attention mechanism, the improvements of TAN mostly come from the modeling of topic-specific behaviors, which employs a novel topic-aware attention network to capture the dependencies in each topic. Therefore, the proposed TAN provides a successful modeling to benefit from the advantages of both topic-aware modeling and deep learning techniques.

3. The improvement is especially impressive on Weibo and DBLP, where the relative improvement over the strongest baselines can go up to 13% in terms of A@$k$ scores. The relative improvement gains on Memetracker is around 8%. A possible reason is that information items (memes) spread among websites instead of users in Memetracker dataset, and thus the topic-specific behaviors are less significant. Recall the statistical results in Fig. 2, we can also find that user distributions on Memetracker are also more consistent with item distribution (i.e., priors) than the other two datasets, which indicates weaker topic-specific patterns.

### 5.4 Analysis of Multi-Interest Users

Since TAN is proposed to model topic-specific diffusion behaviors and dependencies, it should be more suitable for predicting users with multiple interests than baseline methods. In order to prove this ability, we evaluate TAN and all baseline methods only on the appearance of multi-interest users.

First, the topic distribution of information can be obtained by calculating the similarity between learned text embeddings and topic prototypes. Then we compute the topic distribution of a user’s interest by averaging the topic distributions of all her/his related information items. Afterward, we select the top 5% users whose topic distributions are the most similar to the uniform distribution (measured by Kullback-Leibler divergence). Hence, the selected users will have multiple interests and it is harder to correctly predict them due to the potential topic-specific dependencies.

As shown in Table 5, we report the results of top 5% multi-interest users on three datasets. For all methods, we can observe a significant decline in all metrics due to the challenge of topic-specific modeling. Compared with baseline methods, our model has a relative improvement of 25% in MRR scores and achieves around
20% increase in A@10. This experiment demonstrates that our proposed model performs well on multi-interest users by considering topic-specific diffusion dependency into cascade modeling.

### 5.5 Ablation study

In this subsection, we compare several variants of TAN by removing some components. The variant TAN<sub>K=1</sub> removes topic-specific modeling by setting K = 1 to evaluate the benefits from topic-aware attention; TAN<sub>-pos</sub> directly adds positional embeddings to user embeddings for validating the modeling of position dependency; TAN<sub>-time</sub> removes the time-decayed effect to assess its importance; and TAN<sub>-text</sub> ignores the text input and employs uniform topic distributions. In addition, to study the improvement brought by attention mechanisms, we propose two RNN-based methods, i.e., RNN+doc and GRU+doc, which directly concatenate text embeddings by BERT and RNN hidden states, and employ an MLP layer for prediction.

Experimental results of ablation study are shown in Table 6. Comparing to two RNN-based baselines, we can find that our TAN and its variants can achieve better performances, which validates the performance of our proposed topic-aware attention mechanism, the primary motivation and contribution of this work.

### 5.6 Parameter Sensitivity

The proposed TAN model contains several critical hyper-parameters. In this subsection, we will analyse the effect of the following hyper-parameters on prediction performance: 1) the number of topics K, 2) the dimension of topic-specific embedding d and 3) the number of stacked layers in context encoding. We vary each hyper-parameter while keeping others fixed.

The first parameter we evaluated is the number of topics, which we vary from 2 to 8 in this experiment. In Fig. 4, we draw both MRR and A@K scores to show the effect of the number of topics. For Weibo and Memetracker, the performance grows when the number of topics increases from 2 to 5 and then becomes stable. For DBLP dataset, the model has the best performance with 3 topics, and the scores decrease slightly as the number of topics increases. We hold K=5 for all datasets for convenience.

To evaluate how topic-specific embedding dimension will influence the performance, we fix the number of topics to 5 and try different embedding dimensions. Since the dimension of entire user embedding is computed by 5 x d, we only try 16, 32, 64 to prevent excessive parameters. The comparison results of MRR shown in Fig. 5(a) show that the model with d = 32 performs better. Moreover, our model does not encounter the overfitting problem when the dimension of embeddings increases from 32 to 64. Thus, 32-dimensional topic-specific embeddings are enough to represent

<table>
<thead>
<tr>
<th>Model</th>
<th>Weibo</th>
<th>Memetracker</th>
<th>DBLP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR</td>
<td>A@10</td>
<td>A@50</td>
</tr>
<tr>
<td>TIC</td>
<td>0.89</td>
<td>1.76</td>
<td>6.41</td>
</tr>
<tr>
<td>DNRL</td>
<td>1.64</td>
<td>2.97</td>
<td>8.28</td>
</tr>
<tr>
<td>CYAN-RNN</td>
<td>0.74</td>
<td>1.48</td>
<td>4.83</td>
</tr>
<tr>
<td>DeepDiffuse</td>
<td>0.95</td>
<td>1.88</td>
<td>6.73</td>
</tr>
<tr>
<td>FOREST</td>
<td>2.16</td>
<td>4.25</td>
<td>12.64</td>
</tr>
<tr>
<td>NDM</td>
<td>1.31</td>
<td>2.79</td>
<td>8.23</td>
</tr>
<tr>
<td>HiDAN</td>
<td>2.04</td>
<td>4.18</td>
<td>12.13</td>
</tr>
<tr>
<td>Inf-VAE</td>
<td>1.84</td>
<td>3.67</td>
<td>9.03</td>
</tr>
<tr>
<td>TAN</td>
<td>2.72</td>
<td>5.07</td>
<td>14.76</td>
</tr>
</tbody>
</table>

**Table 5: Experimental results on top 5% multi-interest users. All the metrics are the higher the better.**

<table>
<thead>
<tr>
<th>Model</th>
<th>Weibo</th>
<th>Memetracker</th>
<th>DBLP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR</td>
<td>A@10</td>
<td>A@50</td>
</tr>
<tr>
<td>RNN+doc</td>
<td>2.04</td>
<td>4.44</td>
<td>12.62</td>
</tr>
<tr>
<td>GRU+doc</td>
<td>2.60</td>
<td>5.11</td>
<td>14.20</td>
</tr>
<tr>
<td>TAN&lt;sub&gt;K=1&lt;/sub&gt;</td>
<td>2.70</td>
<td>5.29</td>
<td>14.35</td>
</tr>
<tr>
<td>TAN&lt;sub&gt;-pos&lt;/sub&gt;</td>
<td>2.75</td>
<td>5.49</td>
<td>15.05</td>
</tr>
<tr>
<td>TAN&lt;sub&gt;-time&lt;/sub&gt;</td>
<td>2.95</td>
<td>5.91</td>
<td>15.91</td>
</tr>
<tr>
<td>TAN&lt;sub&gt;-text&lt;/sub&gt;</td>
<td>2.89</td>
<td>5.54</td>
<td>15.21</td>
</tr>
<tr>
<td>TAN</td>
<td>3.07</td>
<td>6.13</td>
<td>16.33</td>
</tr>
</tbody>
</table>

**Table 6: Experimental results of ablation study.**
the semantic space in the dataset and our model is robust to this parameter.

For the number of stacked layers, Fig. 5(b) shows the MRR results from 2 to 5 while keeping other hyper-parameters unchanged. A 3-layer architecture yields the best performance, and the results start to decline when we further increase the number of layers because of overfitting.

Based on the experimental results, we can conclude that the proposed model can achieve stable performance, when we tune the hyper-parameters within a reasonable range.

5.7 Analysis of Learned Topics

To further validate the effectiveness of TAN on capturing topic information, we will analyze the semantics of learned topics on Weibo dataset. First, we compute the topic distribution of cascades, and then categorize each diffusion text into the topic with the largest similarity, and conduct statistics about diffusion patterns under each topic. As shown in Table 7, we present the top-6 frequent words, the average depth of the tree-structured diffusion graphs, and the average size of cascades under each topic.

We can see that the semantic meanings and average sizes of different topics are quite diverse from each other. For example, the largest avg.size is about 1.5 times of the smallest one. The 5-th topic about traveling has the largest diffusion depth and size, and thus is the most influential topic. The reason may be that people are willing to retweet photos of beautiful scenes. Therefore, TAN can automatically learn topic semantics with good interpretability.

6 CONCLUSION

In this paper, we propose TAN for topic-specific diffusion modeling. In specific, we aim to jointly model the text content of diffusion items and historical user sequences, and propose topic-aware attentions to capture historical diffusion dependencies and time decay effects in different topics. Compared with conventional topic-aware models, TAN can learn the topics automatically and benefit from the success of deep learning techniques; Compared with existing neural-based models, TAN not only models topic-specific patterns, but also better captures user/position dependencies by sticking to the properties of information diffusion. Experiments on real diffusion datasets demonstrate the effectiveness of our model.

For future works, we plan to consider more information related to diffusion such as the underlying social graph structure, and study multi-modal data fusion method to better capture users’ interests and dependencies.

ACKNOWLEDGMENTS

This work is supported by the National Natural Science Foundation of China (No. U20B2045, 62002029, 61772082, 61702296), the Fundamental Research Funds for the Central Universities 2020RC23, and the National Key Research and Development Program of China (2018YFB1402600).
REFERENCES