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ABSTRACT
Existing methods for training LLMs on long-sequence data, such
as Tensor Parallelism and Context Parallelism, exhibit low Model
FLOPs Utilization as sequence lengths and number of GPUs increase,
especially when sequence lengths exceed 1M tokens. To address
these challenges, we propose BurstEngine, an efficient framework
designed to train LLMs on long-sequence data. BurstEngine intro-
duces BurstAttention, an optimized distributed attention with lower
communication cost than RingAttention. BurstAttention leverages
topology-aware ring communication to fully utilize network band-
width and incorporates fine-grained communication-computation
overlap. Furthermore, BurstEngine introduces sequence-level se-
lective checkpointing and fuses the language modeling head with
the loss function to reduce memory cost. Additionally, BurstEngine
introduces workload balance optimization for various types of at-
tention masking. By integrating these optimizations, BurstEngine
achieves a 1.2× speedup with much lower memory overhead than
the state-of-the-art baselines when training LLMs on extremely
long sequences of over 1M tokens. We have made our code publicly
available on GitHub: https://github.com/thunlp/BurstEngine.
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Figure 1: The overview of BurstEngine’s main optimizations.

1 INTRODUCTION
Transformers [36] have emerged as the dominant architecture for
large language models (LLMs) [3, 9, 34] and large multimodal mod-
els (LMMs) [5, 6, 43]. However, training Transformer-based models
on long sequences faces two challenges: the memory consumption
associated with storing large intermediate states and the quadratic
cost of the attention mechanism with respect to sequence lengths.
Considering that long-sequence training is crucial for LLMs and
LMMs to generate extensive outputs such as documents, code, and
videos, many efforts have been made to address the challenges
associated with long-sequence training.

These efforts are approached from two perspectives: one focuses
on improving the efficiency of individual devices (e.g., single GPU)
in processing long sequences, while the other leverages distributed
systems (e.g., multiple GPUs) to handle long sequences. On the one
hand, typical works such as FlashAttention [7, 8] employ memory-
friendly online softmax [26], enabling Transformer-based models
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to efficiently process sequences of 32K tokens using a single de-
vice. Other works, such as gradient checkpointing[4, 27], employ
recomputation to restore intermediate states rather than storing
them, thus improving memory efficiency for long sequences. On
the other hand, Context Parallelism (e.g., RingAttention) [13, 24],
Tensor Parallelism [20, 27], and Head Parallelism (e.g., DeepSpeed-
Ulysses) [18] are three typical approaches to leverage distributed
clusters to train models on longer sequences. Recent LLMs and
LMMs need to handle sequences beyond 128K tokens, making par-
allelism methods essential for training long-sequence Transformer-
based models [1, 9, 17, 41]. In this paper, we propose “BurstEngine”,
an efficient framework specifically designed to train Transformer-
based LLMs and LMMs on extremely long sequences of over 1M
tokens. As illustrated in Figure 1, BurstEngine considers long-
sequence optimizations from the perspective of the entire Trans-
former, especially handling the issues of attention for process-
ing long sequences, including four parts: (1) BurstAttention, (2)
Sequence-level Selective Checkpointing, (3) Sequence-level
Fusion of Language Modeling (LM) Head and Loss Function,
and (4) Sparse Attention Integration.

BurstAttention is a highly efficient distributed attention im-
plementation. As illustrated in Figure 1, BurstAttention introduces
three key optimizations: (1) Backward Communication Optimiza-
tion, which reduces nearly 25% of communication cost in the back-
ward pass compared to existing efficient context parallelism by
rewriting the backward pass of attentionmodules in a communication-
efficient way. (2) Topology-aware ring communication, which splits
communication into intra-node and inter-node communication, and
thus fully takes advantage of the bandwidth of different networks
to reduce communication cost. (3) Fine-grained communication-
computation overlap, which designs a specialized double buffer to
better overlap computation and communication. BurstAttention
significantly enhances Transformers’ efficiency for long sequences,
but long sequence bring high memory consumption due to storing
intermediate states. To address this challenge, we propose sequence-
level selective checkpointing and sequence-level fusion of LM head
and loss function.

Sequence-level Selective Checkpointing is a novel gradient
recomputation scheme specialized for attention modules, which
optimizes the trade-off between memory consumption and com-
putational overhead at the sequence level. Unlike traditional ap-
proaches [4] that store or recompute entire sequences, it selectively
checkpoints the former part of a sequence, storing the latter part
and recomputing the former during backward passes. This approach
can significantly reduce memory consumption while maintaining
limited computational cost.

Sequence-level Fusion of LM Head and Loss Function can
reduce the memory consumption of the Language Model (LM) head
by fusing the LM head with the cross-entropy loss function to
reduce the memory consumption of storing massive intermediate
states. Furthermore, we fuse the forward and backward passes of
the LM head and cross-entropy loss function to avoid recomputing
related intermediate states.

Sparse Attention Integration enables BurstEngine to flexibly
and efficiently incorporate BurstAttention with a variety of sparse
patterns, including causal masking, sliding-window masking, di-
lated masking, and other block-wise sparse patterns.

We evaluate BurstEngine on a series of settings with up to 64×
GPUs. The experimental results show that BurstEngine achieves a
1.2× speedup compared to the state-of-the-art method on extremely
long sequences of over 1M tokens. Additionally, BurstEngine saves
26.4% of memory compared to most memory-efficient baselines.

In summary, we make the following contributions: (1) We pro-
pose BurstAttention, a novel distributed attention with backward
communication optimization, topology-aware ring communication
pattern, and fine-grained overlapping. (2) We introduce a set of
novel optimizations, including sequence-level selective checkpoint-
ing and sequence-level fusion of LM head and loss function, along
with sparse attention integration. (3) We build BurstEngine, an
implementation of the proposed framework with over 35K lines
of Python, C++, and CUDA code, which achieves the state-of-the-
art performance on training LLMs and LMMs on extremely long
sequences of over 1M tokens.

2 PRELIMINARY
2.1 Preliminary of Transformers
A Transformer consists of multiple blocks, each with an attention
module and a feed-forward network (FFN), along with a language
modeling (LM) head mapping the final block’s output to vocabulary
space. In this section, we introduce the attentionmodule and the LM
head in detail as they are key bottlenecks in long-context training.

Transformer Attention Module. Given a sequence containing
𝑁 tokens as input, whose embeddings are denoted as X ∈ R𝑁×𝑑 ,
the attention module can be formalized as

Q = XW𝑄 ,K = XW𝐾 ,V = XW𝑉 ,

S =
QK⊤
√
𝑑

, P = Softmax(S),O = PV,Y =OWattn,
(1)

where W𝑄 ,W𝐾 ,W𝑉 ∈ R𝑑×𝑑 map X to Q,K,V ∈ R𝑁×𝑑 , the query,
key, and value embeddings. S ∈ R𝑁×𝑁 and P ∈ R𝑁×𝑁 indicate
the attention scores and the attention probabilities, respectively.
O ∈ R𝑁×𝑑 is the sum of value embeddings weighted by query-key
similarities, mapped to Y ∈ R𝑁×𝑑 via Wattn ∈ R𝑑×𝑑 . Most LLMs
and LMMs usemulti-head attention, where each head follows Eq. (1)
and outputs are concatenated. For simplicity, we omit multi-head
details as the number of heads does not affect our optimizations
and conclusions, and denote the process as Y = ATTN(X). Since
our efficiency methods apply broadly to various attention patterns,
we refrain from detailed discussions on these patterns.

Transformer Block and LM head. A Transformer block Y =

Transformer(X) is given as

H = ATTN(X) + X,Y = FFN(H) + H. (2)

After stacking𝑀 Transformer blocks, we can build an LLM or LMM
to generate tokens

LM(Transformer𝑀 (· · ·Transformer1 (X))), (3)

where LM(X) = Softmax(XW⊤
vocab) is the language modeling (LM)

head that maps the outputs of a Transformer to the probability
distribution,Wvocab ∈ R𝑣×𝑑 is the vocabulary embeddings, and 𝑣
is the size of the vocabulary set. For training LLMs and LMMs, the
outputs of the LM head are used to calculate loss. For more details
of Transformers, see [36] and surveys [14, 15, 19, 23].
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2.2 Challenges of Processing Long Sequences in
Transformers

As we mentioned before, the attention module and the LM head
are key bottlenecks in training Transformers on long sequences. In
this section, we explain why and how they become bottlenecks in
training Transformers on long sequences.
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Figure 2: The proportion
of time spent by attention
modules during the end-
to-end training process
of a Transformer-based
model (7B parameters).

(1) Challenges in Attention
Module. The attention module ex-
hibits quadratic complexity with re-
spect to sequence lengths, making
handling long sequences challeng-
ing in practice. As shown in Fig-
ure 2, attention modules have be-
come the main bottleneck in train-
ing Transformer-based models on
long sequences of over 128K tokens.
Note that recent LLMs and LMMs
are required to handle sequences
of over 1M tokens. In this case, we
have to use distributed clusters to
make Transformers efficiently pro-
cess long sequences.

(2) Challenges of Storing In-
termediate States. Training Trans-
former models requires comput-
ing loss functions through forward
passes and obtaining parameter gra-
dients through backward passes. As sequence length increases,
memory required to store intermediate states during the forward
pass prior to performing the backward pass becomes a significant
bottleneck. To address this, efficient memory optimization solu-
tions are essential, especially for those GPUs with limited storage
capacity but sufficient computing power.

(3) Challenges in Language Modeling Head. When com-
puting the LM head, LM(X) = Softmax(XW⊤

vocab), large memory
is required to store the states XW⊤

vocab ∈ R𝑁×𝑣 before the Soft-
max function. This memory consumption continues to grow as the
sequence length increases, eventually reaching a point where it
exceeds the capacity of a single GPU.

(4) Challenges of Integrating Sparse Attention. In LLMs and
LMMs, attention modules are often coupled with sparse masking
to control which keys and values participate in the attention mech-
anism. In other words, the probabilities in Eq. (1) are obtained by
P = Softmax(M ⊙ S), where M ∈ R𝑁×𝑁 is the masking matrix.
For example, in LLMs, each token is required to only attend to
the tokens preceding it in the sequence, which necessitates the
use of a triangular masking matrix. Additionally, sparse attention
mechanisms [37, 40] are often employed to speed up long-sequence
processing. These sparse mechanisms rely on a sparse masking
matrix during the attention process to reduce computational com-
plexity. Obviously, the introduction of complex masking leads to an
imbalanced workload, presenting challenges for using distributed
clusters to process long sequences.

In subsequent sections, we will focus on introducing how to ad-
dress these challenges on distributed clusters and efficiently
train Transformer-based models on long sequences.
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<latexit sha1_base64="PAA82yeA8CFX91zxLrWgCrDraJE=">AAAB/HicbVA9SwNBEJ3zM4lfpynTLIqgTbiziJYBG8sEzAckMext9uLi3t6xOyeGI+Iv0cZCEVt/iJ3/xk1ioYkPhnm8N8POviCRwqDnfTlLyyura+u5fGFjc2t7x93da5o41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4Kbs4nfuuWayNidYmjhPciOlQiFIyilfpusatoICnpIr/DIMzq4/5J3z3wyt4UZJH4P+SgWjHHV4+lfK3vfnYHMUsjrpBJakzH9xLsZVSjYJKPC93U8ISyGzrkHUsVjbjpZdPjx+TQKgMSxtqWQjJVf29kNDJmFAV2MqJ4bea9ifif10kxPOtlQiUpcsVmD4WpJBiTSRJkIDRnKEeWUKaFvZWwa6opQ5tXwYbgz395kTRPyn6lXKnbNJoPMEUOSrAPR+DDKVThAmrQAAYjeIIXeHXunWfnzXmfjS45sw5F+APn4xuf35dz</latexit>rQ2

<latexit sha1_base64="PoOsCL+pU2vI4n8x7FVmGxks9Yg=">AAAB9HicbVDLTgJBEOzFF+AL9chlojHRC9nlgB5JvHiERB4JrGR2mIUJsw9neolkQ+JfeDFGY7z6Md78GwfwoGAlna5UdWd6youl0GjbX1ZmbX1jcyuby2/v7O7tFw4OmzpKFOMNFslItT2quRQhb6BAydux4jTwJG95o6uZ3xpzpUUU3uAk5m5AB6HwBaNoJJd0kd+j56f1aa/cK5zYJXsOskqcH3JSrejz2+dirtYrfHb7EUsCHiKTVOuOY8foplShYJJP891E85iyER3wjqEhDbh20/nRU3JqlD7xI2UqRDJXf2+kNNB6EnhmMqA41MveTPzP6yToX7qpCOMEecgWD/mJJBiRWQKkLxRnKCeGUKaEuZWwIVWUockpb0Jwlr+8SprlklMpVeomjeYDzJGFIhzDGThwAVW4hho0gMEdPMILvFpj68l6s94Xoxlr0eEI/sD6+AaUjJSs</latexit>

Q2

Flash
Attention

<latexit sha1_base64="NSMTXBk2FxJuPcZVqcY/YR7G6ws=">AAAB9HicbVDLSgNBEOz1GWPUqEcvi0EQhLCbQ/QY8CJ4iZAXJEuYncwmQ2YfzvQGwxLwC7x6EVTEq7/h3Zs/4Hc42XjQxIKmi6pupqfcSHCFlvVpLC2vrK6tZzaym7mt7Z387l5DhbGkrE5DEcqWSxQTPGB15ChYK5KM+K5gTXd4PvWbIyYVD4MajiPm+KQfcI9Tglpysh1kN+h6yeWkW+rmC1bRSmEuEvuHFConX7Xc+91jtZv/6PRCGvssQCqIUm3bitBJiEROBZtkO7FiEaFD0mdtTQPiM+Uk6dET80grPdMLpa4AzVT9vZEQX6mx7+pJn+BAzXtT8T+vHaN35iQ8iGJkAZ095MXCxNCcJmD2uGQUxVgTQiXXt5p0QCShqHPK6hDs+S8vkkapaJeL5SudRuMWUmTgAA7hGGw4hQpcQBXqQOEa7uEJno2R8WC8GK+z0SVj1mEf/sB4+wZZx5YD</latexit>

K2

<latexit sha1_base64="fZHU4Ri+PESNAuhv6NmbjqT7sY4=">AAAB83icbVA9SwNBEJ2LXzFGjVraHAZBEMJdimgZsLGMkFwCuRD2NnvJkr0PdufEcAT8BZY2FhGx9XfY2/kH/B1uLhaa+GCYx3sz7OzzYsEVWtankVtb39jcym8Xdoq7e/ulg0NHRYmkrEUjEcmORxQTPGQt5ChYJ5aMBJ5gbW98Nffbt0wqHoVNnMSsF5BhyH1OCWrJdZHdoeenzrRf7ZfKVsXKYK4S+4eU6+dfzeL7w6zRL324g4gmAQuRCqJU17Zi7KVEIqeCTQtuolhM6JgMWVfTkARM9dLs5ql5qpWB6UdSV4hmpv7eSEmg1CTw9GRAcKSWvbn4n9dN0L/spTyME2QhXTzkJ8LEyJwHYA64ZBTFRBNCJde3mnREJKGoYyroEOzlL68Sp1qxa5XajU7DuYcMeTiGEzgDGy6gDtfQgBZQiOERZvBsJMaT8WK8LkZzxqLDEfyB8fYNNfqV+g==</latexit>

V2

<latexit sha1_base64="LjRoH/YamxWsZ8j1evDX5pPerYY=">AAAB/HicbVDLSgNBEOz1GeMrmqOXwSAIQtj1ED0GvAheIuQFSQizk9lkcHZ2mekVwxLxC/yFXDwo4tVf8O7NH/A7nCQe1FjQdFHVzfSUH0th0HU/nIXFpeWV1cxadn1jc2s7t7NbN1GiGa+xSEa66VPDpVC8hgIlb8aa09CXvOFfnU38xjXXRkSqisOYd0LaVyIQjKKVurl8W1FfUtJGfoN+kF6MusfdXMEtulOQeeJ9k0L56LO68XY/rnRz7+1exJKQK2SSGtPy3Bg7KdUomOSjbDsxPKbsivZ5y1JFQ2466fT4ETmwSo8EkbalkEzVnxspDY0Zhr6dDCkOzF9vIv7ntRIMTjupUHGCXLHZQ0EiCUZkkgTpCc0ZyqEllGlhbyVsQDVlaPPK2hC8v1+eJ/Xjolcqli5tGvU7mCIDe7APh+DBCZThHCpQAwZDGMMjPDm3zoPz7LzMRhecWYc8/ILz+gWHepjg</latexit>rK2

<latexit sha1_base64="eHITi4bM20UdZSNto7dvIEt5cXM=">AAAB/HicbVDLSgNBEOz1GWPUaI5eBoMgCGHXg3oUvHiMkBckIcxOZpMhs7PLTK8Ylohf4C/k4kERr/6Cd2/+gN/hJPGgiQVNF1XdTE/5sRQGXffTWVpeWV1bz2xkN3Nb2zv53b2aiRLNeJVFMtINnxouheJVFCh5I9achr7kdX9wOfHrN1wbEakKDmPeDmlPiUAwilbq5AstRX1JSQv5LfpBWht1Tjr5oltypyCLxPshxYvjr0ru/WFc7uQ/Wt2IJSFXyCQ1pum5MbZTqlEwyUfZVmJ4TNmA9njTUkVDbtrp9PgRObRKlwSRtqWQTNXfGykNjRmGvp0MKfbNvDcR//OaCQbn7VSoOEGu2OyhIJEEIzJJgnSF5gzl0BLKtLC3EtanmjK0eWVtCN78lxdJ7aTknZZOr20atXuYIgP7cABH4MEZXMAVlKEKDIYwhid4du6cR+fFeZ2NLjmzDgX4A+ftG5hHmOs=</latexit>rV2

<latexit sha1_base64="S6P03WVpQ4iRj9Gs8D5zyPWpgws=">AAAB/HicbVDLSgNBEOz1bXxFPXoZDIIghF0P0WPAizcVzAOyIcxOZpPB2dllplcMS8Qv8Bdy8aCIV3/Buzd/wO9wsvGgxoKmi6pupqeCRAqDrvvhzMzOzS8sLi0XVlbX1jeKm1t1E6ea8RqLZaybATVcCsVrKFDyZqI5jQLJG8HVydhvXHNtRKwucZDwdkR7SoSCUbRSp7jtKxpISnzkNxiE2dmw43WKJbfs5iDTxPsmperB5+Xq2/3ovFN897sxSyOukElqTMtzE2xnVKNgkg8Lfmp4QtkV7fGWpYpG3LSz/Pgh2bNKl4SxtqWQ5OrPjYxGxgyiwE5GFPvmrzcW//NaKYbH7UyoJEWu2OShMJUEYzJOgnSF5gzlwBLKtLC3EtanmjK0eRVsCN7fL0+T+mHZq5QrFzaN+h3kWIId2IV98OAIqnAK51ADBgMYwSM8ObfOg/PsvExGZ5xJh234Bef1C4wSmOM=</latexit>rO1

<latexit sha1_base64="CvbXkza8of+wXUVLVvSggvA90yQ=">AAAB/HicbVBNS8NAEJ343foV7bGXRRH0UhIP1WPBi8cKthXaWjbbTV3cbMLuRAyh4i/RiwdFvPpDvPlv3KYetPpgmMd7M+zsCxIpDHrepzM3v7C4tLxSKq+urW9sulvbbROnmvEWi2WsLwJquBSKt1Cg5BeJ5jQKJO8E1ycTv3PDtRGxOscs4f2IjpQIBaNopYFb6SkaSEp6yG8xCPOz8cAfuLtezStA/hL/m+w26ubg8qFaag7cj94wZmnEFTJJjen6XoL9nGoUTPJxuZcanlB2TUe8a6miETf9vDh+TPasMiRhrG0pJIX6cyOnkTFZFNjJiOKVmfUm4n9eN8XwuJ8LlaTIFZs+FKaSYEwmSZCh0JyhzCyhTAt7K2FXVFOGNq+yDcGf/fJf0j6s+fVa/cym0b6HAitQhR3YBx+OoAGn0IQWMMjgEZ7hxblznpxX5206OudMO1TgF5z3L55bl3I=</latexit>rQ1

<latexit sha1_base64="uyLlFpisYkPg61hz4M+SJk7CMoY=">AAAB83icbVBNS8NAEJ3Ur7Z+VT32EiyCXkrioXosePHYgv2AppbNdtMu3WzC7kQsoeCv8CKoiFf/jDf/jdvUg7Y+GObx3gw7+/xYcI2O82Xl1tY3NrfyheL2zu7efungsK2jRFHWopGIVNcnmgkuWQs5CtaNFSOhL1jHn1zN/c4dU5pH8ganMeuHZCR5wClBI3kesnv0g7Q5G7iDUsWpOhnsVeL+kEq9ps9un8uFxqD06Q0jmoRMIhVE657rxNhPiUJOBZsVvUSzmNAJGbGeoZKETPfT7OaZfWKUoR1EypREO1N/b6Qk1Hoa+mYyJDjWy95c/M/rJRhc9lMu4wSZpIuHgkTYGNnzAOwhV4yimBpCqOLmVpuOiSIUTUxFE4K7/OVV0j6vurVqrWnSaD9AhjyU4RhOwYULqMM1NKAFFGJ4hBd4tRLryXqz3hejOWvR4Qj+wPr4BjwOlIE=</latexit>

Q1

Flash
Attention

<latexit sha1_base64="NSMTXBk2FxJuPcZVqcY/YR7G6ws=">AAAB9HicbVDLSgNBEOz1GWPUqEcvi0EQhLCbQ/QY8CJ4iZAXJEuYncwmQ2YfzvQGwxLwC7x6EVTEq7/h3Zs/4Hc42XjQxIKmi6pupqfcSHCFlvVpLC2vrK6tZzaym7mt7Z387l5DhbGkrE5DEcqWSxQTPGB15ChYK5KM+K5gTXd4PvWbIyYVD4MajiPm+KQfcI9Tglpysh1kN+h6yeWkW+rmC1bRSmEuEvuHFConX7Xc+91jtZv/6PRCGvssQCqIUm3bitBJiEROBZtkO7FiEaFD0mdtTQPiM+Uk6dET80grPdMLpa4AzVT9vZEQX6mx7+pJn+BAzXtT8T+vHaN35iQ8iGJkAZ095MXCxNCcJmD2uGQUxVgTQiXXt5p0QCShqHPK6hDs+S8vkkapaJeL5SudRuMWUmTgAA7hGGw4hQpcQBXqQOEa7uEJno2R8WC8GK+z0SVj1mEf/sB4+wZZx5YD</latexit>

K2

<latexit sha1_base64="fZHU4Ri+PESNAuhv6NmbjqT7sY4=">AAAB83icbVA9SwNBEJ2LXzFGjVraHAZBEMJdimgZsLGMkFwCuRD2NnvJkr0PdufEcAT8BZY2FhGx9XfY2/kH/B1uLhaa+GCYx3sz7OzzYsEVWtankVtb39jcym8Xdoq7e/ulg0NHRYmkrEUjEcmORxQTPGQt5ChYJ5aMBJ5gbW98Nffbt0wqHoVNnMSsF5BhyH1OCWrJdZHdoeenzrRf7ZfKVsXKYK4S+4eU6+dfzeL7w6zRL324g4gmAQuRCqJU17Zi7KVEIqeCTQtuolhM6JgMWVfTkARM9dLs5ql5qpWB6UdSV4hmpv7eSEmg1CTw9GRAcKSWvbn4n9dN0L/spTyME2QhXTzkJ8LEyJwHYA64ZBTFRBNCJde3mnREJKGoYyroEOzlL68Sp1qxa5XajU7DuYcMeTiGEzgDGy6gDtfQgBZQiOERZvBsJMaT8WK8LkZzxqLDEfyB8fYNNfqV+g==</latexit>

V2

<latexit sha1_base64="LjRoH/YamxWsZ8j1evDX5pPerYY=">AAAB/HicbVDLSgNBEOz1GeMrmqOXwSAIQtj1ED0GvAheIuQFSQizk9lkcHZ2mekVwxLxC/yFXDwo4tVf8O7NH/A7nCQe1FjQdFHVzfSUH0th0HU/nIXFpeWV1cxadn1jc2s7t7NbN1GiGa+xSEa66VPDpVC8hgIlb8aa09CXvOFfnU38xjXXRkSqisOYd0LaVyIQjKKVurl8W1FfUtJGfoN+kF6MusfdXMEtulOQeeJ9k0L56LO68XY/rnRz7+1exJKQK2SSGtPy3Bg7KdUomOSjbDsxPKbsivZ5y1JFQ2466fT4ETmwSo8EkbalkEzVnxspDY0Zhr6dDCkOzF9vIv7ntRIMTjupUHGCXLHZQ0EiCUZkkgTpCc0ZyqEllGlhbyVsQDVlaPPK2hC8v1+eJ/Xjolcqli5tGvU7mCIDe7APh+DBCZThHCpQAwZDGMMjPDm3zoPz7LzMRhecWYc8/ILz+gWHepjg</latexit>rK2

<latexit sha1_base64="eHITi4bM20UdZSNto7dvIEt5cXM=">AAAB/HicbVDLSgNBEOz1GWPUaI5eBoMgCGHXg3oUvHiMkBckIcxOZpMhs7PLTK8Ylohf4C/k4kERr/6Cd2/+gN/hJPGgiQVNF1XdTE/5sRQGXffTWVpeWV1bz2xkN3Nb2zv53b2aiRLNeJVFMtINnxouheJVFCh5I9achr7kdX9wOfHrN1wbEakKDmPeDmlPiUAwilbq5AstRX1JSQv5LfpBWht1Tjr5oltypyCLxPshxYvjr0ru/WFc7uQ/Wt2IJSFXyCQ1pum5MbZTqlEwyUfZVmJ4TNmA9njTUkVDbtrp9PgRObRKlwSRtqWQTNXfGykNjRmGvp0MKfbNvDcR//OaCQbn7VSoOEGu2OyhIJEEIzJJgnSF5gzl0BLKtLC3EtanmjK0eWVtCN78lxdJ7aTknZZOr20atXuYIgP7cABH4MEZXMAVlKEKDIYwhid4du6cR+fFeZ2NLjmzDgX4A+ftG5hHmOs=</latexit>rV2

<latexit sha1_base64="wcIGIQrftJzHmNxcKY48RbsZVjk=">AAAB83icbVDLSgNBEOz1mcRX1GMug0HQS9hViB4DXjwmYB6QjWF2MpsMmX0w0yuGJeBXeBFUxKs/482/cbLxoIkFTRdV3UxPebEUGm37y1pZXVvf2MzlC1vbO7t7xf2Dlo4SxXiTRTJSHY9qLkXImyhQ8k6sOA08ydve+Grmt++40iIKb3AS815Ah6HwBaNoJNdFfo+enzam/fN+sWxX7AxkmTg/pFyr6tPb51K+3i9+uoOIJQEPkUmqddexY+ylVKFgkk8LbqJ5TNmYDnnX0JAGXPfS7OYpOTbKgPiRMhUiydTfGykNtJ4EnpkMKI70ojcT//O6CfqXvVSEcYI8ZPOH/EQSjMgsADIQijOUE0MoU8LcStiIKsrQxFQwITiLX14mrbOKU61UGyaN1gNkyEEJjuAEHLiAGlxDHZrAIIZHeIFXK7GerDfrfT66Ys07HMIfWB/fPxaUgw==</latexit>

Q3

<latexit sha1_base64="wdVwaJKuDxuze1eSzQ4TBAzAvmE=">AAAB/HicbVBNS8NAEJ34WetX1KOXxSLopSQK1WPBi8cKtgpNLZvtpi5uNmF3IoZQ8ZfoxYMiXv0h3vw3blsP2vpgmMd7M+zsC1MpDHrelzMzOze/sFhaKi+vrK6tuxubLZNkmvEmS2SiL0NquBSKN1Gg5Jep5jQOJb8Ib06G/sUt10Yk6hzzlHdi2lciEoyilbruVqBoKCkJkN9hGBVng+5h1614VW8EMk38H1Kp18z+1eP2UqPrfga9hGUxV8gkNabteyl2CqpRMMkH5SAzPKXshvZ521JFY246xej4Adm1So9EibalkIzU3xsFjY3J49BOxhSvzaQ3FP/z2hlGx51CqDRDrtj4oSiTBBMyTIL0hOYMZW4JZVrYWwm7ppoytHmVbQj+5JenSeug6teqtTObRusBRijBNuzAHvhwBHU4hQY0gUEOT/ACr8698+y8Oe/j0Rln3GEL/sD5+AahY5d0</latexit>rQ3

<latexit sha1_base64="0RHMsdebxpwrXr394QQU667lVnk=">AAAB83icbVC7SgNBFL0bXzFGjVraLAZBEMKuRbQM2Ag2EfKC7BJmJ7PJkNkHM3fFsAT8Aksbi4jY+h32dv6A3+FkY6GJBy73cM69zJ3jxYIrtKxPI7eyura+kd8sbBW3d3ZLe/stFSWSsiaNRCQ7HlFM8JA1kaNgnVgyEniCtb3R5cxv3zKpeBQ2cBwzNyCDkPucEtSS4yC7Q89Pryc9u1cqWxUrg7lM7B9Srp1+NYrvD9N6r/Th9COaBCxEKohSXduK0U2JRE4FmxScRLGY0BEZsK6mIQmYctPs5ol5rJW+6UdSV4hmpv7eSEmg1Djw9GRAcKgWvZn4n9dN0L9wUx7GCbKQzh/yE2FiZM4CMPtcMopirAmhkutbTTokklDUMRV0CPbil5dJ66xiVyvVG51G6x4y5OEQjuAEbDiHGlxBHZpAIYZHmMKzkRhPxovxOh/NGfMOB/AHxts3I6mV7g==</latexit>

K1

<latexit sha1_base64="6Zx5KK/Sv4s6Byx8ImtYRplA58Y=">AAAB83icbVA9SwNBEJ3zM8aoUUubwyAIQriziJYBG8sIySWQO8LeZi9ZsvfB7pwYjoC/wNLGIiK2/g57O/+Av8PNxUITHwzzeG+GnX1+IrhCy/o0VlbX1jc2C1vF7dLO7l55/8BRcSopa9FYxLLjE8UEj1gLOQrWSSQjoS9Y2x9dzfz2LZOKx1ETxwnzQjKIeMApQS25LrI79IPMmfTsXrliVa0c5jKxf0ilfvbVLL0/TBu98ofbj2kasgipIEp1bStBLyMSORVsUnRTxRJCR2TAuppGJGTKy/KbJ+aJVvpmEEtdEZq5+nsjI6FS49DXkyHBoVr0ZuJ/XjfF4NLLeJSkyCI6fyhIhYmxOQvA7HPJKIqxJoRKrm816ZBIQlHHVNQh2ItfXibOedWuVWs3Og3nHnIU4AiO4RRsuIA6XEMDWkAhgUeYwrORGk/Gi/E6H10x5h0O4Q+Mt280dpX5</latexit>

V1

<latexit sha1_base64="H8aaMwtSus2m52cJd4GrI1mnKCQ=">AAAB/HicbVDLSgNBEOz1bXxFPXoZDIIghF0P0WPAi+BFwTwgG8LsZDYZnJ1dZnrFsET8An8hFw+KePUXvHvzB/wOJxsPaixouqjqZnoqSKQw6Lofzszs3PzC4tJyYWV1bX2juLlVN3GqGa+xWMa6GVDDpVC8hgIlbyaa0yiQvBFcnYz9xjXXRsTqEgcJb0e0p0QoGEUrdYrbvqKBpMRHfoNBmJ0NO16nWHLLbg4yTbxvUqoefF6uvt2PzjvFd78bszTiCpmkxrQ8N8F2RjUKJvmw4KeGJ5Rd0R5vWapoxE07y48fkj2rdEkYa1sKSa7+3MhoZMwgCuxkRLFv/npj8T+vlWJ43M6ESlLkik0eClNJMCbjJEhXaM5QDiyhTAt7K2F9qilDm1fBhuD9/fI0qR+WvUq5cmHTqN9BjiXYgV3YBw+OoAqncA41YDCAETzCk3PrPDjPzstkdMaZdNiGX3BevwCF9pjf</latexit>rK1

<latexit sha1_base64="iZCWR7ZUvFyPSh14OOTeIL2zccY=">AAAB/HicbVA9SwNBEJ3zM8aoUUubxSAIQrizUEvBxlIhiYHkCHubvWTJ3t6xOyceR8Rf4F+wsVDE1r9gb+cf8He4SSw08cEwj/dm2NkXJFIYdN1PZ25+YXFpubBSXC2trW+UN7caJk4143UWy1g3A2q4FIrXUaDkzURzGgWSXwWDs5F/dc21EbGqYZZwP6I9JULBKFqpU95uKxpIStrIbzAI88aw43XKFbfqjkFmifdDKqcHX7XS+/3DRaf80e7GLI24QiapMS3PTdDPqUbBJB8W26nhCWUD2uMtSxWNuPHz8fFDsmeVLgljbUshGau/N3IaGZNFgZ2MKPbNtDcS//NaKYYnfi5UkiJXbPJQmEqCMRklQbpCc4Yys4QyLeythPWppgxtXkUbgjf95VnSOKx6R9WjS5tG4w7GKMAO7MI+eHAMp3AOF1AHBhk8wBM8O7fOo/PivE5G55xJh234A+ftG5bDmOo=</latexit>rV1

Flash
Attention

<latexit sha1_base64="PAA82yeA8CFX91zxLrWgCrDraJE=">AAAB/HicbVA9SwNBEJ3zM4lfpynTLIqgTbiziJYBG8sEzAckMext9uLi3t6xOyeGI+Iv0cZCEVt/iJ3/xk1ioYkPhnm8N8POviCRwqDnfTlLyyura+u5fGFjc2t7x93da5o41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4Kbs4nfuuWayNidYmjhPciOlQiFIyilfpusatoICnpIr/DIMzq4/5J3z3wyt4UZJH4P+SgWjHHV4+lfK3vfnYHMUsjrpBJakzH9xLsZVSjYJKPC93U8ISyGzrkHUsVjbjpZdPjx+TQKgMSxtqWQjJVf29kNDJmFAV2MqJ4bea9ifif10kxPOtlQiUpcsVmD4WpJBiTSRJkIDRnKEeWUKaFvZWwa6opQ5tXwYbgz395kTRPyn6lXKnbNJoPMEUOSrAPR+DDKVThAmrQAAYjeIIXeHXunWfnzXmfjS45sw5F+APn4xuf35dz</latexit>rQ2

<latexit sha1_base64="PoOsCL+pU2vI4n8x7FVmGxks9Yg=">AAAB9HicbVDLTgJBEOzFF+AL9chlojHRC9nlgB5JvHiERB4JrGR2mIUJsw9neolkQ+JfeDFGY7z6Md78GwfwoGAlna5UdWd6youl0GjbX1ZmbX1jcyuby2/v7O7tFw4OmzpKFOMNFslItT2quRQhb6BAydux4jTwJG95o6uZ3xpzpUUU3uAk5m5AB6HwBaNoJJd0kd+j56f1aa/cK5zYJXsOskqcH3JSrejz2+dirtYrfHb7EUsCHiKTVOuOY8foplShYJJP891E85iyER3wjqEhDbh20/nRU3JqlD7xI2UqRDJXf2+kNNB6EnhmMqA41MveTPzP6yToX7qpCOMEecgWD/mJJBiRWQKkLxRnKCeGUKaEuZWwIVWUockpb0Jwlr+8SprlklMpVeomjeYDzJGFIhzDGThwAVW4hho0gMEdPMILvFpj68l6s94Xoxlr0eEI/sD6+AaUjJSs</latexit>

Q2

<latexit sha1_base64="vIJYeHaSyTndPqli1eKV+/L8dXc=">AAAB83icbVDLSgNBEOz1GWPUqEcvi0EQhLCrED0GvAheIuQF2SXMTmaTIbMPZnrFsAT8Ao9ePETEq9/h3Zs/4Hc42XjQxIKmi6pupqe8WHCFlvVpLC2vrK6t5zbym4Wt7Z3i7l5TRYmkrEEjEcm2RxQTPGQN5ChYO5aMBJ5gLW94OfVbt0wqHoV1HMXMDUg/5D6nBLXkOMju0PPT63H3rFssWWUrg7lI7B9Sqp581QvvD5Nat/jh9CKaBCxEKohSHduK0U2JRE4FG+edRLGY0CHps46mIQmYctPs5rF5pJWe6UdSV4hmpv7eSEmg1Cjw9GRAcKDmvan4n9dJ0L9wUx7GCbKQzh7yE2FiZE4DMHtcMopipAmhkutbTTogklDUMeV1CPb8lxdJ87RsV8qVG51G8x4y5OAADuEYbDiHKlxBDRpAIYZHmMCzkRhPxovxOhtdMmYd9uEPjLdvJrGV8A==</latexit>

K3

<latexit sha1_base64="vxSlLENPqFvPIBFZJeDF0GDx8UE=">AAAB83icbVA9SwNBEJ2LXzFGjVraHAZBEMKdQrQM2FhGSC6BXAh7m71kyd4Hu3NiOAL+Aksbi4jY+jvs7fwD/g43FwtNfDDM470ZdvZ5seAKLevTyK2srq1v5DcLW8Xtnd3S3r6jokRS1qSRiGTbI4oJHrImchSsHUtGAk+wlje6mvmtWyYVj8IGjmPWDcgg5D6nBLXkusju0PNTZ9I775XKVsXKYC4T+4eUa6dfjeL7w7TeK324/YgmAQuRCqJUx7Zi7KZEIqeCTQpuolhM6IgMWEfTkARMddPs5ol5rJW+6UdSV4hmpv7eSEmg1Djw9GRAcKgWvZn4n9dJ0L/spjyME2QhnT/kJ8LEyJwFYPa5ZBTFWBNCJde3mnRIJKGoYyroEOzFLy8T56xiVyvVG52Gcw8Z8nAIR3ACNlxADa6hDk2gEMMjTOHZSIwn48V4nY/mjHmHA/gD4+0bN36V+w==</latexit>

V3

Flash
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<latexit sha1_base64="CvbXkza8of+wXUVLVvSggvA90yQ=">AAAB/HicbVBNS8NAEJ343foV7bGXRRH0UhIP1WPBi8cKthXaWjbbTV3cbMLuRAyh4i/RiwdFvPpDvPlv3KYetPpgmMd7M+zsCxIpDHrepzM3v7C4tLxSKq+urW9sulvbbROnmvEWi2WsLwJquBSKt1Cg5BeJ5jQKJO8E1ycTv3PDtRGxOscs4f2IjpQIBaNopYFb6SkaSEp6yG8xCPOz8cAfuLtezStA/hL/m+w26ubg8qFaag7cj94wZmnEFTJJjen6XoL9nGoUTPJxuZcanlB2TUe8a6miETf9vDh+TPasMiRhrG0pJIX6cyOnkTFZFNjJiOKVmfUm4n9eN8XwuJ8LlaTIFZs+FKaSYEwmSZCh0JyhzCyhTAt7K2FXVFOGNq+yDcGf/fJf0j6s+fVa/cym0b6HAitQhR3YBx+OoAGn0IQWMMjgEZ7hxblznpxX5206OudMO1TgF5z3L55bl3I=</latexit>rQ1

<latexit sha1_base64="uyLlFpisYkPg61hz4M+SJk7CMoY=">AAAB83icbVBNS8NAEJ3Ur7Z+VT32EiyCXkrioXosePHYgv2AppbNdtMu3WzC7kQsoeCv8CKoiFf/jDf/jdvUg7Y+GObx3gw7+/xYcI2O82Xl1tY3NrfyheL2zu7efungsK2jRFHWopGIVNcnmgkuWQs5CtaNFSOhL1jHn1zN/c4dU5pH8ganMeuHZCR5wClBI3kesnv0g7Q5G7iDUsWpOhnsVeL+kEq9ps9un8uFxqD06Q0jmoRMIhVE657rxNhPiUJOBZsVvUSzmNAJGbGeoZKETPfT7OaZfWKUoR1EypREO1N/b6Qk1Hoa+mYyJDjWy95c/M/rJRhc9lMu4wSZpIuHgkTYGNnzAOwhV4yimBpCqOLmVpuOiSIUTUxFE4K7/OVV0j6vurVqrWnSaD9AhjyU4RhOwYULqMM1NKAFFGJ4hBd4tRLryXqz3hejOWvR4Qj+wPr4BjwOlIE=</latexit>

Q1

<latexit sha1_base64="rccC8kXo80GJ60ynYKNGiGwrkDU=">AAAB+3icbVDLSgNBEOz1GWPUGI9eFoMgCGFXIXoMeBG8RMgLkhBmJ7PJkNnZZaZXEpaAX+An6MGDIl79Bu/e/AG/w0niQRMLmi6qupme8iLBNTrOp7W0vLK6tp7aSG9mtrZ3sru5mg5jRVmVhiJUDY9oJrhkVeQoWCNSjASeYHVvcDHx6zdMaR7KCo4i1g5IT3KfU4JG6mRzLUk8QVrIhuj5ydW4c9rJ5p2CM4W9SNwfki8df1Uy73cP5U72o9UNaRwwiVQQrZuuE2E7IQo5FWycbsWaRYQOSI81DZUkYLqdTG8f24dG6dp+qExJtKfq742EBFqPAs9MBgT7et6biP95zRj983bCZRQjk3T2kB8LG0N7EoTd5YpRFCNDCFXc3GrTPlGEookrbUJw57+8SGonBbdYKF6bNGq3MEUK9uEAjsCFMyjBJZShChSGcA9P8GyNrUfrxXqdjS5Zsw578AfW2zcvf5i3</latexit>rK3

<latexit sha1_base64="SoDaK4riMsy5feIRKz0TJQiTdGI=">AAAB+3icbVDLSgNBEOyNrxijxnj0shgEQQi7CtFjwIvHCHlBEsLsZDYZMju7zPRKwhLwC/wEPXhQxKvf4N2bP+B3OEk8aGJB00VVN9NTXiS4Rsf5tFIrq2vrG+nNzFZ2e2c3t5ev6zBWlNVoKELV9IhmgktWQ46CNSPFSOAJ1vCGl1O/ccOU5qGs4jhinYD0Jfc5JWikbi7flsQTpI1shJ6f1Cfds26u4BSdGexl4v6QQvnkq5p9v3uodHMf7V5I44BJpIJo3XKdCDsJUcipYJNMO9YsInRI+qxlqCQB051kdvvEPjJKz/ZDZUqiPVN/byQk0HoceGYyIDjQi95U/M9rxehfdBIuoxiZpPOH/FjYGNrTIOweV4yiGBtCqOLmVpsOiCIUTVwZE4K7+OVlUj8tuqVi6dqkUb+FGdJwAIdwDC6cQxmuoAI1oDCCe3iCZ2tiPVov1ut8NGXNO+zDH1hv30BMmMI=</latexit>rV3

Figure 3: The backward pass process of RingAttention and
BurstAttention using 3 GPUs.

3 OVERALL FRAMEWORK OF BURSTENGINE
3.1 BurstAttention
BurstAttention addresses the efficiency challenges encountered
by the attention module during the training of Transformers on
long-sequence data by leveraging a distributed cluster. To facili-
tate introducing the details of BurstAttention, here we define a
distributed cluster as a cluster built by several nodes, and each
node contains several GPUs. Similar to the recent competitive
Context Parallelism method RingAttention, after obtaining
Q,K,V ∈ R𝑁×𝑑 in Eq. (1), BurstAttention divides these sequence
embeddings into multiple partitions along the sequence dimen-
sion according to the number of GPUs in the cluster. Each GPU is
assigned a query partition, a key partition, and a value partition.
Formally, given the GPU number𝐺 of the cluster, the 𝑖-th GPU is
assignedQ𝑖 ,K𝑖 ,V𝑖 ∈ R

𝑁
𝐺
×𝑑 . Since the parallelism efficiency primar-

ily depends on minimizing communication costs while maximizing
the overlap between communication and computation, BurstAt-
tention introduces three optimizations to reduce communication
cost and achieve better scalability and efficiency: backward commu-
nication optimization, topology-aware ring communication, and
fine-grained overlapping of communication and computation. Next,
we will first introduce how BurstAttention completes basic forward
passes, and then introduce three optimizations in detail.

Forward Pass of BurstAttention. BurstAttention formalizes
the forward pass of an attention module into a multi-step process.
At each step, the 𝑖-th GPU receives K𝑗 and V𝑗 from its neighbor
and performs local attention operations, and these local operations

3



Algorithm 1 The backward pass of RingAttention

Require: Matrices Q𝑖 ,K𝑖 ,V𝑖 ,O𝑖 , ∇O𝑖 ∈ R
𝑁
𝐺

×𝑑 , Lse𝑖 ∈ R
𝑁
𝐺 on the 𝑖-th GPU

1: Initialize ∇Q𝑖 , ∇K𝑖 , ∇V𝑖 = (0) 𝑁
𝐺

×𝑑
2: Put K𝑖 ,V𝑖 , ∇K𝑖 , ∇V𝑖 into communication ring
3: for 𝑗 = 1 to𝐺 do
4: Conduct one step of the ring communication;
5: Get K𝑗 ,V𝑗 , ∇K𝑗 , ∇V𝑗 from communication ring;
6: S𝑖,𝑗 = Q𝑖K⊤

𝑗 ;
7: P𝑖,𝑗 = exp(S𝑖,𝑗 − Lse𝑖 ) ;
8: ∇V𝑗 = ∇V𝑗 + P⊤𝑖,𝑗∇O𝑖 ;
9: ∇P𝑖,𝑗 = ∇O𝑖 V⊤

𝑗 ;
10: D𝑖 = rowsum(∇O𝑖 ◦ O𝑖 )
11: ∇S𝑖,𝑗 = P𝑖,𝑗 ◦ (∇P𝑖,𝑗 − D𝑖 ) ;
12: ∇K𝑗 = ∇K𝑗 + ∇S⊤𝑖,𝑗Q𝑖 ;
13: ∇Q𝑖 = ∇Q𝑖 + ∇S𝑖,𝑗 K𝑗 ;
14: Put K𝑗 ,V𝑗 , ∇K𝑗 , ∇V𝑗 into communication ring; {4Nd}
output ∇Q𝑖 , ∇K𝑖 , ∇V𝑖 ;

can be formalized as

S𝑖, 𝑗 =
Q𝑖K⊤

𝑗√
𝑑

, P𝑖, 𝑗 = Softmax(S𝑖, 𝑗 ),O𝑖, 𝑗 = P𝑖, 𝑗V𝑗 , (4)

where O𝑖, 𝑗 ∈ R
𝑁
𝐺
×𝑑 indicates the local hidden states. S𝑖, 𝑗 ∈ R

𝑁
𝐺
× 𝑁

𝐺

and P𝑖, 𝑗 ∈ R
𝑁
𝐺
× 𝑁

𝐺 indicate the local attention scores and the local
attention probabilities, respectively. After local attention opera-
tions, the 𝑖-th GPU sends K𝑗 and V𝑗 to its next neighbor for the
next step. Within each single GPU, we adopt FlashAttention to
efficiently complete local attention operations. For more details
about FlashAttention, please refer to its related papers [7, 8].

This multi-step process continues until all K and V partitions
have gone around the ring and completed all local attention oper-
ations. Generally, after obtaining all local states {O𝑖, 𝑗 }𝐺,𝐺𝑖=1, 𝑗=1, we
have to introduce additional communication and computation to
aggregate these states into global states, as well as a lot of memory
consumption to store these local states before aggregating them.
To avoid incurring additional overhead, during the ring process, we
introduce online softmax [26] to progressively aggregate all local
states {O𝑖, 𝑗 }𝐺𝑗=1 into the partitioned global states O𝑖 ∈ R

𝑁
𝐺
×𝑑 , and

finally map the concatenated partitioned global states {O𝑖 }𝐺𝑖=1 to
the output embeddings Y ∈ R𝑁×𝑑 . Specifically, we reformulate the
local operations in Eq. (4) as

S𝑖, 𝑗 =
Q𝑖K⊤

𝑗√
𝑑

, Lse = LSE(S𝑖, 𝑗 ),

P𝑖, 𝑗 = exp
(
S𝑖, 𝑗 − Lse

)
,O𝑖, 𝑗 = P𝑖, 𝑗V𝑗 .

(5)

where LogSumExp (LSE) function maps R
𝑁
𝐺
× 𝑁

𝐺 to R
𝑁
𝐺 and given

[Y]𝑖 = log

𝑁
𝐺∑︁
𝑗=1

exp( [X]𝑖:𝑗 ), (6)

where [Y]𝑖 is the 𝑖-th element of the vector Y, [X]𝑖:𝑗 is the element
located in the 𝑖-th row and the 𝑗-th column of the matrix X. With
Eq. (5), we can avoid storing {S𝑖, 𝑗 }𝐺,𝐺𝑖=1, 𝑗=1, {P𝑖, 𝑗 }

𝐺,𝐺
𝑖=1, 𝑗=1, {O𝑖, 𝑗 }

𝐺,𝐺
𝑖=1, 𝑗=1

to obtain O𝑖 . Note that, the subtraction of the matrix S𝑖, 𝑗 and the
vector Lse requires broadcasting the elements of Lse along the last
dimension of S𝑖, 𝑗 , and we will not repeatedly emphasize this.

Algorithm 2 The backward pass of BurstAttention

Require: Matrices Q𝑖 ,K𝑖 ,V𝑖 ,O𝑖 , ∇O𝑖 ∈ R
𝑁
𝐺

×𝑑 , Lse𝑖 ∈ R
𝑁
𝐺 on the 𝑖-th GPU

1: Initialize ∇Q𝑖 , ∇K𝑖 , ∇V𝑖 = (0) 𝑁
𝐺

×𝑑
2: 𝐷𝑖 = rowsum(∇O𝑖 ◦ O𝑖 )
3: Put Q𝑖 , ∇Q𝑖 , ∇O𝑖 ,D𝑖 , Lse𝑖 into communication ring
4: for 𝑗 = 1 to𝐺 do
5: Conduct one step of the ring communication;
6: Get Q𝑗 , ∇Q𝑗 , ∇O𝑗 ,D𝑗 , Lse𝑗 from communication ring;
7: S𝑗,𝑖 = Q𝑗K⊤

𝑖 ;
8: P𝑗,𝑖 = exp(S𝑗,𝑖 − Lse𝑗 ) ;
9: ∇V𝑖 = ∇V𝑖 + P⊤𝑗,𝑖∇O𝑗 ;
10: ∇P𝑗,𝑖 = ∇O𝑗 V⊤

𝑖 ;
11: ∇S𝑗,𝑖 = P𝑗,𝑖 ◦ (∇P𝑗,𝑖 − D𝑗 ) ;
12: ∇K𝑖 = ∇K𝑖 + ∇S⊤𝑗,𝑖Q𝑗 ;
13: ∇Q𝑗 = ∇Q𝑗 + ∇S𝑗,𝑖 K𝑖 ;
14: Put Q𝑗 , ∇Q𝑗 , ∇O𝑗 ,D𝑗 , Lse𝑗 into communication ring; {3Nd + 2N}
output ∇Q𝑖 , ∇K𝑖 , ∇V𝑖 ;

Communication Optimization of Backward Pass. Given a
sequence consisting of 𝑁 tokens, whether using RingAttention
or BurstAttention, the 𝑖-th GPU has Q𝑖 ,K𝑖 ,V𝑖 ∈ R

𝑁
𝐺
×𝑑 and the

partitioned global states O𝑖 ∈ R
𝑁
𝐺
×𝑑 after finishing forward pass.

The communication cost of forward pass is 2𝑁𝑑 , because each GPU
receives and sends {K𝑗 }𝐺𝑗=1 and {V𝑗 }𝐺𝑗=1 once.

As shown in Figure 3 and Algorithm 1, during the backward
pass of RingAttention, K𝑗 ,V𝑗 and their corresponding gradients
∇K𝑗 ,∇V𝑗 are passed around the ring. At each step, the 𝑖-th GPU
receives K𝑗 ,V𝑗 ,∇K𝑗 ,∇V𝑗 from its previous neighbor, and then use
K𝑗 ,V𝑗 and the locally stored Q𝑖 ,O𝑖 ,∇O𝑖 to update ∇Q𝑖 ,∇K𝑗 ,∇V𝑗 .
After updating gradients, the 𝑖-th GPU sends the received partitions
K𝑗 ,V𝑗 and the updated gradients ∇K𝑗 ,∇V𝑗 to its next neighbor for
the next step. It is evident that for RingAttention, the communi-
cation cost during the backward pass amounts to 4𝑁𝑑 per GPU,
doubling the cost incurred during the forward pass.

To reduce the communication cost of the backward pass, BurstAt-
tention adopts a different strategy from RingAttention. Specifically,
since P𝑖 = Softmax(S𝑖 ) and ∇P𝑖 = ∇O𝑖V⊤, we can get

∇S𝑖 = P𝑖 ◦ ∇P𝑖 − P𝑖∇P⊤𝑖 P𝑖 = P𝑖 ◦ ∇P𝑖 − P𝑖 (∇O𝑖V⊤)⊤P𝑖
= P𝑖 ◦ ∇P𝑖 − (P𝑖V)∇O⊤

𝑖 P𝑖 = P𝑖 ◦ ∇P𝑖 − O𝑖∇O⊤
𝑖 P𝑖 ,

(7)

where ◦ denotes element-wise multiplication. Given D𝑖 = O𝑖∇O⊤
𝑖
,

∇S𝑖 = P𝑖 ◦ ∇P𝑖 − D𝑖P𝑖 . (8)

Based on the above derivation, BurstAttention storesK𝑖 ,V𝑖 ,∇K𝑖 ,∇V𝑖
on each GPU, and passes Q𝑗 ,∇Q𝑗 ,∇O𝑗 , Lse𝑗 ,D𝑗 around the ring.
Through formula substitution, we can passD𝑗 instead ofO𝑗 around
the ring, and the whole backward pass of BurstAttention is shown
in Algorithm 2. Since the total size of {D𝑗 }𝐺𝑗=1 and {Lse𝑗 }𝐺𝑗=1 is
𝑁 , we can see that the communication cost of backward pass is
3𝑁𝑑 + 2𝑁 for BurstAttention, nearly 25% less than RingAttention’s
4𝑁𝑑 . In addition, the computation overhead of BurstAttention is
also lower than that of other RingAttention since we do not need
to calculate rowsum(∇O𝑖 ◦ O𝑖 ) in each round.

Topology-aware Ring Communication and Fine-grained
Communication-Computation Overlapping. Traditional Con-
text Parallelism [13, 22, 24] experiences serious performance degra-
dation in multi-node settings because of the limited communication
bandwidth of inter-node networks. To address this, DoubleRing

4



Topology-aware Ring 
Communication

2

34

1

5 6

78

2 431

5 6 87
Node 2

Node 1 Node 1

Node 2

GPU 

Figure 4: An example of topology-aware ring communication
using 2 × 4 GPUs.

Attention [13] partitions global ring communication into intra-
node and inter-node communication. This approach enhances the
utilization of inter-node network interface controllers (NICs) and
benefits from the overlapping of heterogeneous communication.
While DoubleRing Attention offers notable advantages by overlap-
ping inter-node communication, intra-node communication, and
computation during forward passes, it fails to overlap gradient com-
munication during backward passes. This oversight inevitably leads
to performance degradation as the cost of gradient communication
grows. To overcome these limitations, we introduce the topology-
aware ring communication with fine-grained overlapping.

Table 1: The communication time (forward and backward
pass) of RingAttention, DoubleRingAttention, and BurstAt-
tention. Tintra = Latintra + 𝑃

𝐵intra
. Tinter = Latinter + 𝑃

𝐵inter
.

Latintra and Latinter are the latencies of intra-node commu-
nication and inter-node communication, respectively. 𝐵intra
and 𝐵inter are the bandwidths of intra-node communication
and inter-node communication, respectively. 𝑃 is the size
of data to be communicated, 𝑁intra is the number of GPUs
in the same node, 𝑁inter is the node number, and 𝐺 is total
number of GPUs in all nodes.

Method Communication Time
RingAttention 6max(𝑁 · Tintra, 𝑁 · Tinter)

DoubleRing 4max((𝑁 − 𝑁inter) · Tintra, 𝑁inter · Tinter)
+2((𝑁 − 𝑁inter) · Tintra + 𝑁inter · Tinter)

BurstAttention 5max((𝑁 − 𝑁inter) · Tintra, 𝑁inter · Tinter)

As Figure 4 shows, in a 2-node cluster, where each node contains
4 GPUs interconnected via NVLink, and the nodes are intercon-
nected with the InfiniBand network, BurstAttention divides the
global ring into two sub-rings, each responsible for communica-
tion among the GPUs within the same node. During each round of
communication, GPUs within the same node perform a ring commu-
nication operation to exchange data. After all GPUs within the same
node have completed their data exchanges (4 rounds intra-node
communication in this case), GPUs in different nodes exchange
data via the global ring. Considering there is commonly more than
one NIC in distributed clusters for LLM training, the global ring
communication can effectively utilize all available NICs’ bandwidth
and reduce inter-node communication cost significantly.

Intra-node
Communication

Inter-node
 CommunicationComputation

TimeLine

Gradient Communication
 Overlapping 

1 2 32 31

1 3 42 65
2 31 5 64

1
1 2 3 4

3
2

5 6

6
4 5

TimeLine

Activation Communication
 Overlapping 

1 2 33 42

2
1 2 3 4

4
3

5 6

7
65

1 3 42 5
3 42 65

Figure 5: The communication overlap for activations and
gradients in BurstAttention.

Since intra-node and inter-node communication in Figure 4 have
separate railways in NVLink and InfiniBand networks, respectively,
we can further overlap inter-node communication and intra-node
communication. To achieve this, BurstAttention uses three dedi-
cated buffers based on the topology: one for intra-node communica-
tion, one for inter-node communication, and one for computation.
In each communication round, BurstAttention swaps the intra-node
communication buffer with the computation buffer, allowing GPUs
to obtain the data transmitted in the previous round for attention
computation while continuing data exchange in this round. After
all intra-node communication is complete, the inter-node commu-
nication buffer is swapped with the computation buffer, enabling
GPUs to access data from remote nodes while initiating the next
round of inter-node communication.

To achieve fine-grained overlapping between computation, intra-
node communication, and inter-node communication, it is essential
to properly manage the dependencies between communication and
computation. Specifically, as illustrated in Figure 5, we categorize
overlapping of BurstAttention into two types: 1) Activation (e.g.,
K,V) overlapping, where the first round of computation can be
scheduled to execute concurrently with communication, as each
round of communication is independent of the computation in the
corresponding round; 2) Gradient (e.g., ∇Q) overlapping, where the
first round of communication has a dependency for the computation
of the corresponding round, thus we have to first compute the
gradients and then communicate these gradients.

As illustrated in Figure 5, for activation overlapping, BurstAt-
tention overlaps computation and communication by launching
inter-node and intra-node communication threads simultaneously
with computation threads. After one round of computation, BurstAt-
tention waits for intra-node communication and launches another
computation thread using received activations. After each device
fully exchanges activations with other devices within the same
node, it waits until inter-node communication is finished and then
launches computation thread using received activations. The over-
lapping method for activations is not applicable for gradients since
the first round of communication has a dependency on the gradient
computation. To solve this issue, as shown in Figure 5, BurstAt-
tention delays intra-node communication and inter-node commu-
nication. Specifically, BurstAttention first performs one round of
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computation for warm-up. Then it initiates the intra-node com-
munication and another round of computation, which gets rid of
the dependency between later gradient communication and gra-
dient computation. After all GPUs have exchanged the gradients
with each other, BurstAttention launches the inter-node commu-
nication to exchange the gradients between different nodes. In
this way, BurstAttention can almost fully overlap the computation,
intra-node communication, and inter-node communication of both
forward and backward passes.

As shown in Table 1, BurstAttention has less communication
time than RingAttention when 𝐵intra is larger than 𝐵inter. By com-
paring the communication time of DoubleRingAttention and BurstAt-
tention, we can find that BurstAttention not only has less commu-
nication cost due to backward communication optimization but
also can save more communication time by overlapping inter-node
communication and intra-node communication for gradients.

3.2 Sequence-level Selective Checkpointing
As the sequence length increases, the memory required to store
intermediate states becomes a significant bottleneck. To address
this, gradient checkpointing [4] is introduced to mitigate the high
memory demands associated with storing these intermediate states.
Generally, gradient checkpointing methods only store the input
of each Transformer layer and get all intermediate states of each
Transformer layer by using the input to do recomputation.

While gradient checkpointing methods reduce memory con-
sumption, they increase computation overhead when combined

with FlashAttention [7]. This is mainly because FlashAttention [7]
fuses the Softmax process and matrix multiplications of the at-
tention module, which means all intermediate states in attention
would not be saved in forward passes and need to be recomputed
in backward passes. To mitigate this issue, selective checkpoint-
ing++ [13, 21] stores FlashAttention’s output in memory and in-
cludes the outputs in a whitelist, avoiding recomputation and di-
rectly using the outputs stored in GPU memory. However, this
method would introduce substantial memory consumption since
the outputs of FlashAttention are large as the sequence length
increases and the number of layers increases, as shown in Figure 7.

To achieve a balance between memory consumption and compu-
tation overhead, we propose sequence-level selective checkpointing.
As illustrated in Figure 6, the cost of recomputation for different
sequence segments in the attention module is typically uneven,
whereas the cost of storing activations remains the same in LLMs.
Based on this observation, sequence-level selective checkpointing
employs gradient checkpointing by dividing the sequence into two
segments, storing the second segment with higher recomputation
overhead, and only recomputing the first segment, as illustrated
in Figure 6. In this manner, our method exhibits lower memory
consumption with minimal additional computation overhead than
othermethods. As shown in Figure 7, sequence-level selective check-
pointing can reduce the memory consumption of gradient check-
pointing by 50% compared to selective gradient checkpointing++
while only introducing a slight decrease in end-to-end throughput.

3.3 Sequence-level Fusion of Language
Modeling Head and Loss Function

In this section, we explain why the LM head becomes a key bottle-
neck in Transformers’ long sequence training and introduce the
details of the sequence-level fusion of the LM head and loss func-
tion. First, we dive into the details of the LM head. Here, we refine
Eq. (3) into

Logits = HlastW
⊤
head, P = Softmax(Logits),

L = Cross-Entropy(P,Y),
(9)

where Hlast ∈ R𝑁×𝑑 is the output embeddings of the last Trans-
former layer, Whead ∈ R𝑣×𝑑 is the vocabulary weight of the LM
head, P is the probability distribution over the token vocabulary,
and Y is the ground truth of the input.

To better support multiple languages and tasks, several LLMs
have expanded their vocabulary sizes [9, 17]. Taking LLaMA [9,
33, 34] as an example, the vocabulary size of the LLaMA series
has grown from 32K in LLaMA-1 and LLaMA-2 [33, 34] to 128K
in LLaMA-3 [9]. As the sequence length increases, the memory
consumption of storing the outputs of the LM head becomes a
significant bottleneck, especially with a large vocabulary size. As
shown in Figure 8, the memory consumption increases linearly
with the sequence length, and the memory consumption of the LM
head of LLaMA-3 is astonishingly high when dealing with long
sequences. To address this issue, works like [25, 39] are proposed to
split the hidden states and weights of the LM head into tiles, then
fuse the LM head and cross-entropy at the tile level. In this way,
there is no need to store the whole P matrix. During the backward
pass, the above methods recompute the P matrix in the same way
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Algorithm 3 Sequence-level fusion of LM head and loss function
Require: Hlast ∈ R𝑁 ×𝑑 ,Whead ∈ R𝑣×d,Y ∈ R𝑁

Block Size 𝐵𝑠 , 𝐵𝑣

Wtarget = Whead [Y] {Index Operation,Wtarget ∈ R𝑁 ×𝑑 }
{Divide Hlast,Whead , Y into the tiles of the size 𝐵𝑠 × 𝑑 , 𝐵𝑣 × d and 𝐵𝑠 }

1: for blocks H𝑖 ∈ R𝐵𝑠 ×𝑑 in Hlast do
2: Lse𝑖 = −∞;
3: for blocksW𝑗 ∈ RB𝑣×𝑑 inWhead do
4: Logits𝑖 𝑗 = H𝑖W⊤

𝑗 ;
5: Lse𝑖 𝑗 = log

∑
exp(Logits𝑖 𝑗 ) ;

6: Lse𝑖 = log(exp(Lse𝑖 ) + exp(Lse𝑖 𝑗 ) ) ;
7: L𝑖 = −∑

H𝑖 · Wtarget + Lse𝑖 ;
8: for blocks W𝑗 ∈ R𝐵𝑣×𝑑 inWhead do
9: ∇Logits𝑖 𝑗 = exp(Logits𝑖 𝑗 − Lse𝑖 ) ;
10: Index𝑗 = [ 𝑗𝐵𝑣 + 1, · · · , ( 𝑗 + 1)𝐵𝑣 ];
11: E = 1 if Index𝑗 = Y𝑖 , otherwise 0; {E ∈ R𝑁 }
12: ∇H𝑖 += (∇Logits𝑖 𝑗 + E)W⊤

𝑗 .
13: ∇W𝑗 += (∇Logits𝑖 𝑗 + E)⊤H𝑖 .

as the forward pass. However, these methods still introduce unnec-
essary computation overhead since they need to recompute the P
in backward passes and would suffer from low training throughput.

To achieve better efficiency in training Transformers on long-
sequence data, we introduce a sequence-level fusion of LM head
and loss function without the need to recompute P and Logits. As
illustrated in Figure 9, we propose to fuse the forward pass and
backward pass in LM head and loss fusion. In detail, we divide Hlast
into tiles along the sequence dimension and Whead into tiles along
the vocabulary dimension. During the forward pass, we loop over
each tile of Hlast and Whead, and compute Logits and update Lse
for each tile. After that, we compute the loss function for each tile
of Hlast using Lse of Logits. Then, we perform the backward pass
immediately after the forward pass, without the need to recompute
logits and P, which is the same idea as the online-softmax part of
BurstAttention, as mentioned before. During the backward pass,
we compute the ∇Logits, ∇Hlast, ∇Whead using tiles of Hlast and
Whead. In this way, the sequence-level fusion of the LM head and
loss function can reduce most memory consumption of storing
the outputs of the LM head and avoid unnecessary computation
overhead in the backward pass, as depicted in Algorithm 3.

3.4 Sparse Attention Integration
In this section, we discuss how BurstAttention integrates with
sparse attention patterns, including common causal attention mask-
ing and other block-wise sparse attention masking.

Causal Attention. In the training process of most LLMs and
LMMs, the goal is to predict the next token in the sequence. In
this task, the training objective is to maximize the log-likelihood
of the next token given the previous tokens. To accomplish this,
Transformer-basedmodels commonly employ causal attentionmask-
ing. For each token in the sequence, causal attentionmaskingmakes
the token only attend to the key-value pairs of its preceding tokens.
We can formulate this causal attention pattern as

O𝑖 = Softmax
(
Q𝑖 [K1,K2, · · · ,K𝑖 ]⊤√

𝑑

)
[V1,V2, · · · ,V𝑖 ] (10)

where Q𝑖 is the query embedding of the 𝑖-th token, and K𝑗 ,V𝑗 are
the key and value embeddings of the 𝑗-th token.

Cross-Entropy

MatMul

Cross-Entropy

Sequence-Level LM-head&Loss Fusion

Cross-Entropy

Forward

MatMul

Cross-Entropy

Backward

<latexit sha1_base64="zl+oULcIiCvjOpYczKPqodpOEOw=">AAACHXicbVBNSxxBEK0x0azrRzbx6KWJCIHAMiNichS85Kji7go769LTU+M29vQM3TXi0gzkF+QH5LJ/JRcJCcGDF/EP5HekdzeH+PGg6cd7VVTVS0olLYXhfbDw4uXi0qvGcnNldW39devN264tKiOwIwpVmNOEW1RSY4ckKTwtDfI8UdhLLg6mfu8SjZWFPqFxiYOcn2uZScHJS8PWbpxzGiWZ69VDFxNekRshT+uaxVKzuZm44/rMXbKYZI6WpfWwtRW2wxnYUxL9I1v7H/6crP74Ojkctm7jtBBVjpqE4tb2o7CkgeOGpFBYN+PKYsnFBT/Hvqea+zkDN7uuZtteSVlWGP80sZn6f4fjubXjPPGV03XtY28qPuf1K8o+DZzUZUWoxXxQVilGBZtGxVJpUJAae8KFkX5XJkbccEE+0KYPIXp88lPS3WlHe+29I59G9wvM0IBNeAfvIYKPsA+f4RA6IOAbfIef8CuYBNfB7+BmXroQzH/YgAcI7v4CbSmnhw==</latexit>

Whead 2 Rv⇥d

<latexit sha1_base64="TTU5EXDVpbrUhBJ0EyGxtyYubac=">AAACHXicbVDLSgMxFL3j2/qqunQTFEEQyoxIdSm4cSUqtgqdWjJpRoOZzJDcEUsY8Av8ADf+ihsRRVy4EX/A7zBtXfg6EHI45yb33hNlUhj0/XdvYHBoeGR0bLw0MTk1PVOenaubNNeM11gqU30cUcOlULyGAiU/zjSnSST5UXS+3fWPLrg2IlWH2Ml4M6GnSsSCUXRSq7weJhTPotjuFC0bIr9EK6nBoiChUKRvRvagOLG7JESRcEPaRau85Ff8HshfEnyRpa3Vj8PJh+vbvVb5NWynLE+4Qua+N43Az7BpqUbBJC9KYW54Rtk5PeUNRxV1fZq2t11Blp3SJnGq3VFIeur3F5YmxnSSyFV2xzW/va74n9fIMd5sWqGyHLli/UZxLgmmpBsVaQvNGcqOI5Rp4WYl7IxqytAFWnIhBL9X/kvqa5WgWqnuuzTqV9DDGCzAIqxAABuwBTuwBzVgcAN38AhP3q137z17L/3SAa9/wzz8gPf2CU1Sp3I=</latexit>

Hlast 2 RN⇥d
<latexit sha1_base64="hlq8BBvQJ4iomAyidTnL8WFle4k=">AAACCHicbVDLSgMxFL3js9ZHR126MCiKqzLjorosuHEhUsU+oK0lk6ZtMJMZkoxQhgE3gvgr3bhQRFfiJ7jzb8xMXaj1QMjJOfeSe48Xcqa043xaU9Mzs3PzuYX84tLySsFeXaupIJKEVknAA9nwsKKcCVrVTHPaCCXFvsdp3bs6Sv36NZWKBeJCD0Pa9nFfsB4jWBupY2+2fKwHBPP4JEEtJlD29rz4PLmMT5N8x952ik4GNEncb7JdLrwVXu92R5WO/dHqBiTyqdCEY6WarhPqdoylZoTTJN+KFA0xucJ92jRUYJ+qdpwtkqAdo3RRL5DmCI0y9WdHjH2lhr5nKtMx1V8vFf/zmpHuHbZjJsJIU0HGH/UijnSA0lRQl0lKNB8agolkZlZEBlhiok12aQju35UnSW2/6JaKpTOTRu0GMuRgA7ZgD1w4gDIcQwWqQOAWRvAIT9a99WA9Wy/j0ilrfMM6/IL1/gXhjJ1c</latexit>

L 2 RN

<latexit sha1_base64="5qCfEux70B+CrWBbHmZ/8atWffc=">AAACFXicbVDLSgNBEOz1bXxFPXoZDIIHCbuC0aPgxYOIiomBbAyzk9k4ODu7zPQGwrLgN3jxV7x4UETwJHjzB/wBf8BJ4sFXwTBFVTfdXUEihUHXfXNGRsfGJyanpgszs3PzC8XFpZqJU814lcUy1vWAGi6F4lUUKHk90ZxGgeRnweVe3z/rcm1ErE6xl/BmRDtKhIJRtFKruOFHFC+CMDuIOwJNTnyhyFALspOcnJPs0EcRcUO6eatYcsvuAOQv8b5Iadf72Bzfen4/ahVf/XbM0ogrZJIa0/DcBJsZ1SiY5HnBTw1PKLukHd6wVFE7p5kNrsrJmlXaJIy1fQrJQP3ekdHImF4U2Mr+vua31xf/8xophjvNTKgkRa7YcFCYSoIx6UdE2kJzhrJnCWVa2F0Ju6CaMrRBFmwI3u+T/5LaZtmrlCvHNo3aFQwwBSuwCuvgwTbswj4cQRUYXMMt3MODc+PcOY/O07B0xBn+sAw/4Lx8AolFozQ=</latexit>

Logits 2 RN⇥v
<latexit sha1_base64="67KuXZIP1rqWZUmU9WC2atvwJp4=">AAACJHicbVDLSgMxFL3j2/qqunQTFEEQyoyLKrgR3LgSFVuFTi2ZNKPBTGZI7oglDPgF/oK48VfcuPCBCzcu/Q7T1oWvAyGHc25y7z1RJoVB33/zBgaHhkdGx8ZLE5NT0zPl2bm6SXPNeI2lMtXHETVcCsVrKFDy40xzmkSSH0Xn213/6IJrI1J1iJ2MNxN6qkQsGEUntcqboaKRpCRMKJ5Fsd0pWjZEfolWUoNFQUKhvszIHhQndpeEKBJuSLtolZf8it8D+UuCL7K0tfpxOHl/fbPXKj+H7ZTlCVfI3PemEfgZNi3VKJjkRSnMDc8oO6envOGooq5P0/aWLMiyU9okTrU7CklP/f7C0sSYThK5yu645rfXFf/zGjnGG00rVJYjV6zfKM4lwZR0EyNtoTlD2XGEMi3crISdUU0ZulxLLoTg98p/SX2tElQr1X2XRv0KehiDBViEFQhgHbZgB/agBgxu4R4e4cm78x68F++1Xzrg9W+Yhx/w3j8BnYeqMg==</latexit>

rHlast 2 RN⇥d
<latexit sha1_base64="p1NSnmQhE5S4LBjhvXdBKJBw3aY=">AAACJXicbVBNaxRBEK1J/Ihr1DU5emkMgiAsMx4SDx4CuXiMIbsb2FmXmp6abJOenqG7JmRpBvwF/gXBiz9FLzkkhIAnb/4Oe3c9aOKDph/vVVFVL6u1chzHP6KV1Tt3791fe9B5uP7o8ZPu042BqxorqS8rXdmjDB1pZajPijUd1ZawzDQNs5O9uT88JetUZQ55VtO4xGOjCiWRgzTpvk0NZhrTEnmaFX7YTnzKdMZ+Spi3rUiVEUsz8wet+CD8qUhZleRE3k66W3EvXkDcJskfsrX76tfh+rdPn/cn3cs0r2RTkmGp0blREtc89mhZSU1tJ20c1ShP8JhGgRoMc8Z+cWUrXgQlF0VlwzMsFurfHR5L52ZlFirnC7ub3lz8nzdquHgz9srUDZORy0FFowVXYh6ZyJUlyXoWCEqrwq5CTtGi5BBsJ4SQ3Dz5Nhm87iXbve33IY3BR1hgDZ7Bc3gJCezALryDfeiDhC/wHS7gMvoanUdX0fWydCVa/rAJ/yD6+RsyKKpx</latexit>

rWhead 2 Rv⇥d

<latexit sha1_base64="vgMieJTLyOWl2uiRUUX3VicgFFY=">AAACHHicbVDLSgNBEOz1bXxFPXoZDIKnsKsYPQa8eBBRMTGQjWF2MhsHZ2eXmd5AWBb8DS/+ihcPinjxIPgD/oA/4CTx4KtgmKKqm+6uIJHCoOu+OWPjE5NT0zOzhbn5hcWl4vJK3cSpZrzGYhnrRkANl0LxGgqUvJFoTqNA8vPgan/gn/e4NiJWZ9hPeCuiXSVCwShaqV3c9hUNJPUjipdBmB3GXYEmJ75QZKQF2WlOLkh2RHwUETekl7eLJbfsDkH+Eu+LlKrex9bkzuP7cbv44ndilkZcIZPUmKbnJtjKqEbBJM8Lfmp4QtkV7fKmpYraOa1seFxONqzSIWGs7VNIhur3joxGxvSjwFYOFja/vYH4n9dMMdxrZUIlKXLFRoPCVBKMySAp0hGaM5R9SyjTwu5K2CXVlKHNs2BD8H6f/JfUt8pepVw5sWnUr2GIGViDddgED3ahCgdwDDVgcAN38ACPzq1z7zw5z6PSMWf0wyr8gPP6Cc4ApfQ=</latexit>

rLogits 2 RN⇥v
<latexit sha1_base64="t7Rf1uZR5ycLKUmgncnEhkbNwfw=">AAACEHicbVA9SwNBEJ3z2/iRqKXNovhRhTuLaCnYWIhEMYmQi2Fus9HFvb1jd08Ix4GljY1/w9JGRFFbSzv/jZuLhV8Phnm8N8vOvCAWXBvX/XCGhkdGx8YnJgtT0zOzxdLcfF1HiaKsRiMRqeMANRNcsprhRrDjWDEMA8EawflO329cMKV5JI9ML2atEE8l73KKxkrt0povMRDoh2jOKIp0LyPE55LkQhCkhxk5Iel+1i4tu2U3B/lLvC+yvF18KT5crd5W26V3vxPRJGTSUIFaNz03Nq0UleFUsKzgJ5rFSM/xlDUtlRgy3UrzgzKyYpUO6UbKljQkV7+/SDHUuhcGdrK/p/7t9cX/vGZiulutlMs4MUzSwUfdRBATkX46pMMVo0b0LEGquN2V0DNUSI3NsGBD8H6f/JfUN8pepVw5sGnULyHHBCzCEqyDB5uwDbtQhRpQuIY7eIQn58a5d56d18HokDPosAA/4Lx9AoMcoFw=</latexit>

rL 2 RN

Forward+Backward

Figure 9: The illustration of the sequence-level fusion of the
LM head and loss function.

To balance the workload of causal attention in Context Paral-
lelism [13, 24], two typical methods [2, 28, 44] have been proposed:
striped-way workload balance and zigzag-way workload balance, as
illustrated in Figure 10. Next, we will introduce how BurstAttention
integrates these two kinds of methods to balance workloads.

For zigzag-way workload balance, the input sequence is initially
partitioned along the sequence dimension across multiple devices.
Given a sequence containing 𝑁 tokens {𝑥1, . . . , 𝑥𝑛} and 𝐺 devices,
the sequence is divided into 2𝐺 subsequences, where the subse-
quence length is 𝑃 = 𝑁

2𝐺 . For the 𝑖-th device (1 ≤ 𝑖 ≤ 𝐺), it obtains
two subsequences, one in the front and one in the back: 𝑆1

𝑖
and 𝑆2

𝑖
,

𝑆1𝑖 = {𝑥𝑘 | 𝑘 ∈ [(𝑖 − 1) × 𝑃 + 1, 𝑖 × 𝑃]} ,
𝑆2𝑖 = {𝑥𝑘 | 𝑘 ∈ [𝑛 − 𝑖 × 𝑃 + 1, 𝑛 − (𝑖 − 1) × 𝑃]} .

(11)

After getting subsequences, each device first performs causal atten-
tion on the two subsequences and then communicates with other
devices to obtain the key-value. Based on the partition, the 𝑖-th
device has a front query and a back query, after getting the front
key-value and back key-value from other devices. When the 𝑖-th
device has the query embeddings {Q1

𝑖
,Q2

𝑖
} of 𝑆1

𝑖
, 𝑆2
𝑖
and receives

{K1
𝑗
,K2

𝑗
}, {V1

𝑗
,V2
𝑗
} of the 𝑗-th device’s 𝑆1

𝑗
, 𝑆2
𝑗
, we get

O𝑖 𝑗 =


CausalATTN({Q1

𝑖
,Q2
𝑖
}, {K1

𝑗
,K2

𝑗
}, {V1

𝑗
,V2
𝑗
}) if 𝑖 = 𝑗,

FullATTN(Q2
𝑖
, {K1

𝑗
,K2

𝑗
}, {V1

𝑗
,V2
𝑗
}) if 𝑖 < 𝑗,

FullATTN({Q1
𝑖
,Q2
𝑖
},K1

𝑗
,V1
𝑗
) if 𝑖 > 𝑗 .

(12)
For striped-way workload balance, the input sequence is initially

partitioned along the sequence dimension across multiple devices
into𝐺 subsequences, where the subsequence length is 𝑃 = 𝑁

𝐺
For

the 𝑖-th device (1 ≤ 𝑖 ≤ 𝐺), it obtains one subsequence as

𝑆𝑖 = {𝑥𝑘 | 𝑘 ∈ {𝑖 +𝐺 ×𝑚 | 𝑚 ∈ [0, 𝑃 − 1]}} . (13)

The striped-way workload balance method ensures that each device
can perform causal attention on the same number of tokens. When
the 𝑖-th device has the query embeddings Q𝑖 of 𝑆𝑖 and receives the
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Figure 10: Two types of workload balance methods for dis-
tributed causal attention.
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Figure 11: Workload balance for block-wise sparse attention.

key-value embeddings K𝑗 ,V𝑗 of the 𝑗-th device’s 𝑆 𝑗 , we can get

Q′
𝑖 = {Q𝑖𝑘 | 𝑘 ∈ [2, 𝑃]},

K′
𝑖 = {K𝑖𝑘 | 𝑘 ∈ [1, 𝑃 − 1]},

V′
𝑖 = {V𝑖𝑘 | 𝑘 ∈ [1, 𝑃 − 1]},

O𝑖 𝑗 =

{
CausalATTN(Q𝑖 ,K𝑗 ,V𝑗 ) if 𝑖 >= 𝑗,

CausalATTN(Q′
𝑖
,K′

𝑗
,V′
𝑗
) if 𝑖 < 𝑗 .

(14)

By adopting a zigzag-wayworkload balance or striped-waywork-
load balance, each device has exactly the same compute workload,
and FlashAttention’s optimization of causal attention can be further
leveraged to achieve workload balance at the streaming processor
level. For BurstEngine, both zigzag-way workload balance and
striped-way workload balance can be integrated. From our pilot
experiments, integrating BurstEngine and striped-way workload
balance achieves better performance.

Block-wise Sparse Attention. In addition to causal attention,
block-wise sparse attention is another common sparse attention
pattern. In block-wise sparse attention, the input sequence is di-
vided into blocks, and each token only attends to tokens within the
same block or some neighboring blocks. This pattern is widely used
in reducing the computation and memory consumption of training
Transformers [11, 12]. While sparse patterns are inherently difficult
to integrate with conventional Context Parallelism methods due to
extreme workload imbalance among workers, BurstEngine adopts
a strategy similar to striped-way workload balance to balance the
workload for block-wise sparse attention. In block-wise sparse at-
tention, we first divide the sequence into blocks along the sequence
dimension, and the size of each block Nblk needs to be a multi-
ple of the number of devices 𝐺 , which is a strict requirement for
block-wise sparse attention workload balance. Then we define the

block-masking matrix asMblk ∈ R
N

Nblk
× N

Nblk , whereMblk [𝑖, 𝑗] = 1
if all tokens in the 𝑖-th block can attend to the tokens in the 𝑗-th

block. Then, as shown in Figure 11, we adopt a strategy similar
to striped-way workload balance for block-wise sparse attention.
With the strategy, each device can get exactly the same compute
workload, and there is no unnecessary idle time for each device
since the workload is balanced.

4 EXPERIMENTS
4.1 Experimental Settings
Hardware Settings. We adopt two configurations: 32×A800

and 64×A800. For all configurations, each node is equipped with
8×A800-SXM4-80GB GPUs linked via 400GB/s NVLink, 8 NVIDIA
Mellanox HDR InfiniBand NICs(200Gb/s), and 128 CPU cores.

Model Sizes. In experiments, we mainly perform experiments
on two settings of model sizes: LLaMA Transformer [9, 33, 34] with
7 billion parameters (7B, 32 layers, 32 heads, 4096 dimensions, 32K
vocabulary tokens) and with 14 billion parameters (14B, 40 layers,
40 heads, 5120 dimensions, 120K vocabulary tokens).

Training Settings. We adopt fully sharded data parallelism
(FSDP) [31, 42] to partition model parameters across devices. All
evaluations are conductedwith gradient checkpointing [4] to achieve
better training efficiency under limited memory. For 7B and 14B
models, we respectively set the sequence length to 2M and 1M on
32×A800, and to 4M and 2M on 64×A800.

Implementation details For BurstEngine, we adopt the FSDP
implementation from BMTrain [29, 38], which achieves overlap of
communication and computation at the Transformer-block level
and supports optimizer offloading [32]. Our Topology-aware ring
communication is built on top of NCCL and uses multi-stream
programming to overlap inter-node communication, intra-node
communication and computation. Additionally, we incorporate
sequence-level fusion of LM head and loss fusion to reduce the
memory consumption of storing the outputs of the LM head.

Evaluation Metrics. For evaluation of training efficiency, we
employ tokens per second per GPU (TGS) and model FLOPs utiliza-
tion (MFU). TGS provides a direct measure of end-to-end training
throughput, while MFU reflects the actual utilization of the GPU
device. To evaluate memory consumption, we measure the peak
memory allocated on each GPU for each method, since peak mem-
ory can directly evaluate the scalability of the method to larger
models or longer sequences.

Baselines. We compare BurstEngine with the following base-
lines in our experiments: (1)Megatron Context Parallelism (CP):
Megatron-LM’s implementation [28] for context parallelism, using
RingAttention integrated with zigzag-way workload balance. (2)
DeepSpeed-Ulysses: DeepSpeed’s implementation [18] for head
parallelism. (3) LoongTrain-DoubleRing: LoongTrain’s imple-
mentation [13] for context parallelism, using DoubleRingAttention
integrated with zigzag-way workload balance. (4) LoongTrain-
USP: LoongTrain’s implementation for Head-Context Hybrid Par-
allelism [10, 13], achieving the state-of-the-art performance for
long-sequence Transformer training, adopts head-first device place-
ment and RingAttention with zigzag-way workload balance.

4.2 Training Performance
Throughput Performance. For comparisons of training effi-

ciency, we evaluate the end-to-end training throughput of four
8
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Figure 12: The end-to-end training throughput (TGS) of
BurstEngine and other baselines.
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Figure 13: The peak memory usage (GB) per GPU in the end-
to-end training of BurstEngine and other baselines.

baselines and BurstEngine on 7B and 14B models. As shown in
Figure 12, BurstEngine outperforms all baselines in terms of TGS
and MFU on both 7B and 14B models. BurstEngine achieves up to
1.19×/1.15× speedups on 7B/14B models, respectively, on 32×A800
GPUs, compared to the state-of-the-art method LoongTrain-USP.
In the 7B/14B model training under the 32×A800 setting, Megatron-
CP fails because of the out-of-memory issue, which is mainly due
to the huge memory consumption of storing optimizer states and
model weights since Megatron does not provide FSDP implemen-
tation and optimizer offloading. DeepSpeed-Ulysses has less mem-
ory consumption since it has FSDP and optimizer offloading, but
still performs worse than LoongTrain-USP and BurstEngine be-
cause it can not overlap all-to-all communication with computation.
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Figure 14: Performance of different distributed attention
implementations

LoongTrain-DoubleRing demonstrates superior throughput perfor-
mance compared to DeepSpeed-Ulysses, leveraging its advanced
capability to overlap communication with computation. However,
it still underperforms compared to LoongTrain-USP, primarily be-
cause of the significant communication cost that remains unopti-
mized. Though LoongTrain-USP has higher training throughput
than other baselines, it still suffers from the communication cost
of Head Parallelism and RingAttention, respectively. BurstEngine
achieves the best training efficiency (TGS and MFU), showing the
efficiency of backward communication optimization and topology-
aware ring communication with fine-grained overlap.

Memory Performance. In terms of memory performance, as
illustrated in Figure 13, BurstEngine exhibits the lowest peak mem-
ory usage. The figure highlights that DeepSpeed-Ulysses, Loong-
Train-DoubleRing, and LoongTrain-USP exhibit comparable mem-
ory consumption under the setting (7B model, 32×A800), while
BurstEngine saves 26.4% memory compared to the best baseline.
Under the setting (14B model, 32×A800), DeepSpeed-Ulysses en-
counters an out-of-memory error due to its limitation on the num-
ber of model heads. LoongTrain-DoubleRing and LoongTrain-USP
suffer from high memory consumption, which is mainly due to
storing the outputs of the LM head. Under this setting, BurstEngine
saves 24.2% memory compared to the best baseline by adopting
sequence-level fusion of LM head and loss function. Under the
setting of 64×A800, BurstEngine can support training a 7B model
with a 4M sequence length and a 14B model with a 2M sequence
length, which all baseline models fail to achieve. This is because
BurstEngine exhibits nearly identical memory usage, indicating
that BurstEngine achieves almost linear scaling with the device
number along the sequence dimension.

4.3 Attention Performance
We evaluate the performance of BurstAttention using a 14B model’s
attention configuration on a setup of 32× A100 GPUs, comparing it
with other RingAttention implementations such as Megatron’s CP,
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Table 2: The ablation study of BurstEngine for using 32×A800 to train a 14B model on the sequences of 1M tokens.

Backward
Communication
Optimization

Topology-aware
Ring Communication

Sequence-level
Fusion of

LM head and Loss

Sequence-level
Selective

Checkpointing

Selective
Checkpointing++ MFU (%) TGS Memory

(GB)

× × × × × 36.75 83.79 48.47
✓ × × × × 38.37 87.48 49.31
✓ ✓ × × × 41.69 95.06 48.97
✓ ✓ ✓ × × 41.58 94.81 41.45
✓ ✓ ✓ ✓ × 47.72 108.82 45.93
✓ ✓ ✓ × ✓ 51.68 117.83 53.91

LoongTrain’s DoubleRingAttention, and USP. Given that the con-
figuration involves 40 attention heads, DeepSpeed-Ulysses can not
be applied in this scenario, as head parallelism is infeasible when
the number of heads is not divisible by the number of GPUs. The ex-
perimental results, illustrated in Figure 14, highlight the efficiency
of each method. From experimental results, Megatron’s CP imple-
mentation encounters evaluation failures due to an out-of-memory
issue when the sequence length exceeds 256k. Additionally, even in
scenarios without memory issues, Megatron-CP performs poorly
due to significant inter-node communication overhead. BurstAtten-
tion outperforms all other distributed attention implementations,
achieving a 1.05× speedup over LoongTrain’s USP and a 1.33×
speedup over LoongTrain’s DoubleRingAttention under 1M se-
quence setting. This superior performance can be attributed to
BurstAttention’s topology-aware ring communication strategy and
its ability to finely overlap communication and computation.

At first glance, it might be a bit confusing why BurstAttention
shows only marginal improvements compared to LoongTrain’s
USP, while BurstEngine achieves a 1.2× speedup. This is due to the
difference between benchmarking attention alone and end-to-end
training. When benchmarking attention alone, communication and
computation can be overlapped perfectly. In end-to-end training,
extra communication operations caused by FSDP result in huge
communication costs and make perfectly overlapping impossible.
In these cases, reducing communication cost leads to much bigger
improvements in performance.

4.4 Ablation study
Main Optimization Strategies.We present an ablation study to

assess the impact of individual optimization strategies in BurstEngine.
The experiments are conducted using a 14B model and sequences
of 1M tokens, evaluated on 32×A800. As shown in Table 2, we can
observe how each optimization strategy contributes to the overall
performance of BurstEngine. Backward communication optimiza-
tion brings approximately a 1.05× speedup, while topology-aware
ring communication and fine-grained communication-computation
overlap contribute to an approximately 1.08× speedup. Further-
more, sequence-level fusion of LM head and loss function can save
15.3% memory compared to the baseline without introducing any
performance degradation in training efficiency since there is no
additional computation overhead. Sequence-level selective check-
pointing can save another 14.8% memory compared to the baseline
and can achieve a 1.14× speedup compared to the baseline with full
checkpointing, positioning it as an optimal solution that balances

Table 3: The throughput of integrating BurstEngine with
different sparse attention masking strategies.

Implementation TGS Speedup
Attention Masking 227.58 1.00×
Causal Attention 393.44 1.72×

SWA 837.79 3.68×

Table 4: The performance of BurstEngine across different
nodes, with each node having 8×A800.

Nodes Sequence MFU (%) TGS Memory (GB)
2 0.5M 53.1 223.25 63.13
4 1M 53.2 118.36 53.96
8 2M 52.7 60.49 50.96

Table 5: The performance of BurstEngine across different
context parallel size settings on 8×A800.

CP Sequence MFU (%) TGS Memory (GB)
1 32K 47.34 1201.14 57.71
2 64K 48.85 928.24 55.18
4 128K 50.55 639.43 55.58
8 256K 51.90 393.44 53.56

memory and throughput. In the end, BurstEngine achieves a 1.4×
speedup and saves at least 15% memory compared to the baseline
without any optimization.

Workload Balance for Sparse Attention. We present an ab-
lation study to assess the impact of workload balance for sparse
attention in BurstEngine. The experiments are conducted using a
14B model and sequences of 1M tokens, on 32×A800. We measure
the training throughput of three sparse attention implementations:

BurstEngine w. Attention Masking is the implementation of
sparse attention without any workload optimization, which simply
applies attention masking to restrict the attention range of each
token and has the same computation overhead as full attention.

BurstEngine w. Causal Attention is the implementation of
integrating BurstEngine with zigzag-way workload balance for
causal attention, which can balance the workload of each device
and avoid unnecessary communication and computation overhead.
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BurstEngine w. SWA is the implementation of integrating
BurstEngine with Sliding Window Attention (SWA). In this imple-
mentation, we adopt the block-wise sparse method, as illustrated
in Figure 11, to balance the workload of each device.

As shown in Table 3, we can see that BurstEngine w. Causal
Attention achieves a 1.72× speedup compared to BurstEngine w.
Attention Masking. As for the SWA pattern with a 32K sliding win-
dow size, BurstEngine achieves a 3.68× speedup compared to the
baseline without any workload balance strategy. While there still
remains a gap in training efficiency compared to the theoretical
optimization effect, BurstAttention has significantly reduced the
idle occupancy caused by an imbalanced workload across devices.
However, there remains potential for further optimization in com-
munication patterns for sparse attention and single-device kernel
optimization, which will be the focus of our future work.

4.5 Scalability Analysis
The scalability experiments are divided into two parts:

Intra-node scalability: In this experiment, we assess the train-
ing efficiency and memory consumption of BurstEngine using
8×A800 GPUs within a single node, evaluating its behavior un-
der different context parallel sizes from 1 to 8. Besides, we enable
optimizer offloading [32] since the memory consumption of opti-
mizer states is quite high as the world size is small.

Inter-node scalability: We evaluate BurstEngine’s training
efficiency and memory consumption across different numbers of
nodes from 2 to 8. Here, we disable optimizer offloading since
optimizer states can be stored in each worker now. For all these
settings, we set the sequence length per GPU to 32K, and the total
training sequence length is n ∗ 32k, in which n is the number of
GPUs. As shown in Table 5, BurstEngine’s MFU exceeds 50% in
the single-node scenario with the context parallel size ≥ 4 and
the sequence length ≥ 128K. In the 8×A800 setting, BurstEngine
achieves a TGS of 393.44 tokens/s per GPU with a context parallel
size of 8 and a sequence length of 256K. Meanwhile, BurstEngine’s
memory consumption remains stable as the context parallel size
and the sequence length increase proportionally.

Table 4 shows BurstEngine can achieve an MFU of 52.7% with
8 nodes when processing sequences of 2M tokens. The MFU re-
mains stable and memory consumption as the node number and
the sequence length increase, showing BurstEngine can scale when
extending to multiple node settings.

5 RELATEDWORK
To improve the efficiency of Transformers in processing longer
sequences, several optimization techniques have been proposed.

Korthikanti et al. [20] introduce selective activation recompu-
tation, which avoids storing attention Softmax logits during the
forward pass and then recomputes these logits during the backward
pass. Rabe et al. [30] formalize attention modules at the block level,
and assign each thread block on the device to handle the atten-
tion computation of a subsequence, further reducing temporary
memory usage and achieving logarithmic memory complexity with
respect to sequence length. Dao et al. [8] develop FlashAttention, a
CUDA-based implementation that utilizes the high-speed I/O capa-
bilities of SRAM to offer even greater performance improvements.

While these works significantly reduce the memory consumption
of attention modules for processing long sequences, they still face
limitations due to the performance constraint of individual devices
and bring huge computational costs as the sequence length grows.

To overcome this, some efforts have been made to utilize dis-
tributed clusters. Adopting general parallelism strategies [16, 31,
32, 35] is the most straightforward, especially using Tensor Paral-
lelism [20, 27]. Besides, Context Parallelism methods like RingAt-
tention [10, 13, 22, 24] and Head Parallelism [18] like DeepSpeed-
Ulysses have also been proposed, which distribute the attention
computation across multiple devices along the sequence dimension
or head dimension. Meanwhile, to better balance the recompu-
tation cost of FlashAttention, Li et al. [21] propose the selective
checkpointing++, which stores FlashAttention’s output and avoids
recomputation in the backward pass. Other work, such as [25, 39]
focus on optimizing the memory consumption of the LM head and
propose adopting ideas similar to FlashAttention for the LM head
and cross-entropy.

While these works can support efficient training when sequence
length grows to 128k, 256k, or even 512k, they still suffer from
high memory consumption and performance degradation when
sequence length extends to 1M or even longer. Moreover, existing
methods poorly integrate with sparse attention, especially as se-
quences grow extremely long. Thereby, we propose BurstEngine, a
system that builds upon these optimizations and further reduces
the communication, memory, and computation overhead through
our specific optimizations.

6 CONCLUSION
BurstEngine presents a novel and efficient framework for training
transformer-based models on long-sequence data. By introducing
BurstAttention, sequence-level selective checkpointing, sequence-
level fusion of language modeling head and loss function, and
sparse attention integration, BurstEngine addresses the scalability
and efficiency challenges posed by long-sequence training. These
optimizations achieve a 1.2× speedup over the state-of-the-art base-
line while reducing memory consumption by 26.4%. BurstEngine
demonstrates the capability to support training on extremely long
sequences exceeding 1M tokens, paving the way for more efficient
and scalable approaches to training more effective LLMs and LMMs.
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