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**Abstract**

Recommendation has provoked vast amount of attention and research in recent decades. Most previous works employ matrix factorization techniques to learn the latent factors of users and items. And many subsequent works consider external information, e.g., social relationships of users and items’ attributions, to improve the recommendation performance under the matrix factorization framework. However, matrix factorization methods may not make full use of the limited information from rating or check-in matrices, and achieve unsatisfying results. Recently, deep learning has proven able to learn good representation in natural language processing, image classification, and so on. Along this line, we propose a new representation learning framework called Recommendation via Dual-Autoencoder (ReDa).

In this framework, we simultaneously learn the new hidden representations of users and items using autoencoders, and minimize the deviations of training data by the learnt representations of users and items. Based on this framework, we develop a gradient descent method to learn hidden representations. Extensive experiments conducted on several real-world datasets demonstrate the effectiveness of our proposed method compared with state-of-the-art matrix factorization based methods.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

In order to tackle the information overload problem, recommender systems are proposed to help users to find objects of interest by utilizing the user–item interaction information and/or content information associated with users and items. Recommender systems have attracted much attention from multiple disciplines, and many techniques have been proposed to build recommender systems (Adomavicius & Tuzhilin, 2005; Bell, 2011). It is also widely used in many E-commerce companies, such as for product sale on Amazon and movie rentals from Netflix (Srebro & Jaakkola, 2003).

Traditional recommender systems normally only utilize user–item rating feedback information for recommendations. Moreover, the matrix factorization technique is widely used in recommender systems, which factorizes a user–item rating matrix into two low rank user-specific and item-specific matrices, and then utilizes the factorized matrices to make further predictions (Koren, Bell, & Volinsky, 2009; Srebro & Jaakkola, 2003). In order to comprehensively utilize rich information in recommender system, there is a surge of hybrid recommendation, such as social recommendation (Ma, Yang, Lyu, & King, 2008; Ma, Zhou, Lyu, & King, 2011), location based recommendation (Lian et al., 2014; Liu, Fu, Yao, & Xiong, 2013), and heterogeneous network based recommendation (Shi et al., 2015; Yu et al., 2014). Most of these methods are based on a matrix factorization framework, in which the latent factors of users and items are usually obtained by directly factorizing the user–item rating matrix and additional information are usually used as a regularization constraint. Although these methods pay much attention to exploit additional information, we wonder they might not make full use of the user–item rating information. In other words, we might be able to obtain better latent factors of users and items through extensively exploiting rating information.

On the other hand, deep learning has shown its power in learning latent feature representation in many domains, such as image/video processing (Alex et al., 2009) and text data (Socher, Huang, Pennington, Ng, & Manning, 2011). Can we use deep learning techniques to learn latent representations for recommendation? Some researchers have pursued this goal. For example, the latent factor of music is extracted from audio signals with a deep convolutional neural network (Oord, Dieleman, & Schrauwen, 2013) and the tabular data is modeled through the adaption
of Restricted Boltzmann Machines (Salakhutdinov, Mnih, & Hinton, 2007). Recently, Wang, Wang, and Yeung (2014) designed a collaborative deep learning method to utilize item content information. In essence, these methods utilize the powerful representation learning of deep learning to analyze the additional information (e.g., audio signal and text context), not rating information, for better recommendations. They did not directly learn the latent factors of users and items with deep learning. Moreover, the additional information sometimes is not easy to acquire and very sparse.

To the best of our knowledge, there has been little effort focused on employing deep learning for recommendations only on user–item rating information. Motivated by the success of the latent feature representation of deep learning on image and text data, we design a novel Recommendation framework via Dual-Autoencoders (ReDa), which is illustrated in Fig. 1. In this figure, ReDa simultaneously learns the new hidden representations of users and items using autoencoders, and minimizes the deviations of training data by the learnt representations of users and items. Moreover, a gradient descent method is derived to learn the hidden representations. Experiments on four real-world data sets demonstrate the effectiveness of our proposed model.

The remainder of this paper is organized as follows. We introduce the notations and preliminary knowledge in Section 2, and then propose the representation learning framework based on autoencoders for recommendation in Section 3. Extensive experiments conducted on several data sets are shown in Section 4, followed by the related work in Section 5 and conclusions in Section 6.

2. Notations and preliminaries

In this section, we first introduce some frequently used notations as presented in Table 1, and some preliminaries which will be used in our proposed framework.

### 2.1. Autoencoders

An autoencoder (Bengio, 2009) first maps an input instance $\mathbf{x} \in \mathbb{R}^{m \times 1}$ to a hidden representation $\hat{\mathbf{x}}$ through an encoding mapping:

$$\hat{\mathbf{x}} = h(W \mathbf{x} + b),$$

where $h$ is a nonlinear activation function, $W \in \mathbb{R}^{k \times m}$ is a weight matrix, and $b$ is a bias. The resulting latent representation $\hat{\mathbf{x}}$ is then mapped back to a reconstruction $\hat{x}$ through a decoding mapping:

$$\hat{x} = g(W' \hat{\mathbf{x}} + b'),$$

where $g$ is a nonlinear activation function, $W' \in \mathbb{R}^{n \times k}$ is a weight matrix, and $b'$ is a bias vector. Given a set of inputs $\{\mathbf{x}_i\}_{i=1}^n$, the parameters of an autoencoder are optimized by minimizing the reconstruction error as follows,

$$\min_{W,b} \sum_{i=1}^n \|\mathbf{x}_i - \hat{\mathbf{x}}_i\|^2. \quad (1)$$

Note that, in this paper we adopt the sigmoid function $\sigma(a) = \frac{1}{1 + e^{-a}}$, which is widely used in constructing autoencoders, as the nonlinear activation functions $g$ and $h$ for encoding and decoding, respectively. As has been proven previously, autoencoder can find a powerful feature representation $\hat{\mathbf{x}}$ given the input instance $\mathbf{x}$. Indeed, the essential idea of matrix factorization-based recommendation models is to find good latent factors of users and items. This insightful observation motivates us to apply an autoencoder to achieve better latent representations. Analogically, given the rating matrix $\mathbf{R} \in \mathbb{R}^{m \times n}$ (or check-in matrix), where $m$ and $n$ are respectively the numbers of users and items, each item can be seen as an input instance and the users can be regarded as its corresponding features. We can then use the autoencoder to learn the latent representations of items. Similarly, if we take items as the features of each user, we can also learn the latent representations of users.

### 3. Representation learning via Dual-Autoencoders

In this section, we first formulate the representation learning framework via dual-autoencoders for recommendation, and then derive the model solution using the gradient decent method.

#### 3.1. Problem formalization

The recommendation problem is to predict the rating score (or check-in interest) of a user on an item (or business) based on the historical information. Given the rating matrix $\mathbf{R} \in \mathbb{R}^{m \times n}$, where $m$ is the number of users and $n$ is the number of items, and $\mathbf{I} \in \mathbb{R}^{m \times n}$ is the indicator matrix, where $l_{ij} = 1$ if $\mathbf{R}_{ij} \neq 0$, or else $l_{ij} = 0$, then the objective function to learn the latent representations of items is formulated as,

$$J_0 = \|\mathbf{I} \circ (\mathbf{R} - \hat{\mathbf{R}})\|_F^2, \quad (2)$$

where $\hat{\mathbf{R}}_{ij} = \hat{R}_{ij}$ and $\mathbf{I}_{ij} = I_{ij}$. The encoding and decoding processes are as follows,

$$\mathbf{Z}_1 = f(W_1 \mathbf{R}_1 + e_1 b_1'_{ij}),$$

$$\hat{\mathbf{R}}_{ij} = f(W'_1 \mathbf{Z}_1 + e'_1 b'_1_{ij}), \quad (3)$$

where $W_1 \in \mathbb{R}^{k \times m}$ and $W'_1 \in \mathbb{R}^{n \times k}$ are the weight matrices, $\mathbf{Z}_1 \in \mathbb{R}^{k \times n}$ is the latent representation of items, $b_1 \in \mathbb{R}^{n \times 1}$ and $b'_1 \in \mathbb{R}^{m \times 1}$
are bias vectors, \( e_1 \in \mathbb{R}^{k \times 1} \) and \( e'_1 \in \mathbb{R}^{m \times 1} \) are two constant vectors with each entry equal to 1, and \( f \) is the sigmoid function.

Similarly, we can formulate the objective function for learning the latent factors of users as,

\[
\mathcal{J}_a = \| I \circ \begin{pmatrix} R_2 - \hat{R}_2 \end{pmatrix} \|^2 .
\]

(4)

where \( R_2 = R^\top, I = I^\top \) are the transposition matrices of \( R, I \), respectively. The encoding and decoding processes are as follows,

\[
Z_2 = f(W_2 R_2 + e_1 b_1),
\]

\[
R_2 = f(W'_2 Z_2 + e'_1 b'_1),
\]

(5)

where \( W_2 \in \mathbb{R}^{k \times m} \) and \( W'_2 \in \mathbb{R}^{n \times k} \) are the weight matrices, \( Z_2 \in \mathbb{R}^{k \times m} \) is the latent representation of users, \( b_2 \in \mathbb{R}^{m \times k} \) and \( b'_2 \in \mathbb{R}^{n \times k} \) are bias vectors, \( e_2 \in \mathbb{R}^{k \times 1} \) and \( e'_2 \in \mathbb{R}^{n \times 1} \) are two constant vectors with each entry equal to 1.

For the last item, we also require the learnt latent representations of users and items from autoencoders to be able to minimize the deviations of training data, which is formulated as,

\[
\mathcal{J}_c = \| I \circ \begin{pmatrix} \Sigma - \hat{\Sigma} \end{pmatrix} \|^2 .
\]

(6)

Finally, the total optimization problem of our proposed framework is,

\[
\mathcal{J} = \mathcal{J}_a + \alpha \cdot \mathcal{J}_c + \beta \cdot \mathcal{J}_a + \gamma \cdot (\| W_1 \|^2 + \| b_1 \|^2 + \| W'_1 \|^2 + \| b'_1 \|^2 + \| W_2 \|^2 + \| b_2 \|^2 + \| W'_2 \|^2 + \| b'_2 \|^2).
\]

(7)

The fourth item is a regularization on model parameters, and \( \alpha, \beta, \gamma \) are trade-off parameters. \( \alpha \) and \( \beta \) control the importance of learning latent factors using autoencoders, and their larger values mean we pay more attention on the optimization of autoencoders. In this framework, we simultaneously learn the latent representations of users and items using the autoencoder, and minimize the deviations by the learnt representations for recommendation. Therefore, we call our framework as Recommendation via Dual-Autoencoders (ReDa for short).

3.2. Model learning

The optimization problem in Eq. (7) is an unconstrained optimization, and does not have closed form solutions. To derive the solutions of all variables, we propose to use gradient descent methods. To simplify the mathematical expressions, we first introduce the following intermediate variables.

\[
\begin{align*}
A_1 &= \Sigma \circ \begin{pmatrix} 1 - \Sigma \end{pmatrix}, \\
A_2 &= \Sigma \circ \begin{pmatrix} 1 - \Sigma \end{pmatrix}, \\
B_1 &= (R_1 - \hat{R}_1) \circ \begin{pmatrix} 1 - \hat{R}_1 \end{pmatrix}, \\
B_2 &= (R_2 - \hat{R}_2) \circ \begin{pmatrix} 1 - \hat{R}_2 \end{pmatrix},
\end{align*}
\]

(8)

the partial derivatives of the objective \( \mathcal{J} \) w.r.t. \( W_1, b_1, W'_1, b'_1, W_2, b_2, W'_2, b'_2 \), and \( b'_2 \) can be computed as follows respectively,

\[
\frac{\partial \mathcal{J}}{\partial W_1} = -2(\Sigma_2 (I \circ (R - \Sigma_2^\top \Sigma)) \circ A_1) R_1^\top
\]

\[
- 2\alpha W_1^\top (I \circ B_1) \circ A_1^\top R_1^\top + 2 \gamma \cdot W_1,
\]

(9)

\[
\frac{\partial \mathcal{J}}{\partial b_1} = -2(\Sigma_2 (I \circ (R - \Sigma_2^\top \Sigma)) \circ A_1) \cdot e_1
\]

\[
- 2\alpha [W_1^\top (I \circ B_1) \circ A_1^\top] e_1 + 2 \gamma \cdot b_1,
\]

(10)

\[
\frac{\partial \mathcal{J}}{\partial W'_1} = -2\alpha I \circ B_1 \hat{\Sigma}_1^\top + 2 \gamma \cdot W'_1,
\]

(11)

\[
\frac{\partial \mathcal{J}}{\partial b'_1} = -2\alpha I \circ B_1 \hat{\Sigma}_1^\top + 2 \gamma \cdot b'_1,
\]

(12)

\[
\frac{\partial \mathcal{J}_a}{\partial W_2} = -2(\xi_1 (I \circ (R - \Sigma_2^\top \Sigma)) \circ A_2) R_2^\top
\]

\[
- 2\beta W_2^\top (I_2 \circ B_2) \circ A_2 R_2^\top + 2 \gamma \cdot W_2,
\]

(13)

\[
\frac{\partial \mathcal{J}_a}{\partial B_2} = -2(\Sigma (I \circ (R - \Sigma_2^\top \Sigma)) \circ A_2) e_2 \\
- 2\beta W_2^\top (I_2 \circ B_2) \circ A_2 e_2 + 2 \gamma \cdot b_2,
\]

(14)

\[
\frac{\partial \mathcal{J}_a}{\partial W'_2} = -2\beta (I_2 \circ B_2) \Sigma_2^\top + 2 \gamma \cdot W'_2,
\]

(15)

\[
\frac{\partial \mathcal{J}_a}{\partial b'_2} = -2\beta (I_2 \circ B_2) e_2 + 2 \gamma \cdot b'_2,
\]

(16)

Based on the above partial derivatives, we develop an alternatively iterating algorithm to derive the solutions by using the following rules,

\[
W_1 \leftarrow W_1 - \eta \frac{\partial \mathcal{J}}{\partial W_1}, \quad b_1 \leftarrow b_1 - \eta \frac{\partial \mathcal{J}}{\partial b_1},
\]

\[
W'_1 \leftarrow W'_1 - \eta \frac{\partial \mathcal{J}}{\partial W'_1}, \quad b'_1 \leftarrow b'_1 - \eta \frac{\partial \mathcal{J}}{\partial b'_1},
\]

\[
W_2 \leftarrow W_2 - \eta \frac{\partial \mathcal{J}_a}{\partial W_2}, \quad b_2 \leftarrow b_2 - \eta \frac{\partial \mathcal{J}_a}{\partial b_2},
\]

\[
W'_2 \leftarrow W'_2 - \eta \frac{\partial \mathcal{J}_a}{\partial W'_2}, \quad b'_2 \leftarrow b'_2 - \eta \frac{\partial \mathcal{J}_a}{\partial b'_2},
\]

(17)

Algorithm 1 Recommendation via Dual-Autoencoders (ReDa)

Input: Given the rating or check-in matrix \( R \in \mathbb{R}^{m \times n} \), trade-off parameters \( \alpha, \beta, \gamma \), the number of latent factors, \( k \).

Output: The prediction matrix \( \hat{R} = \xi_1 \hat{\Sigma}_1 \) for recommendation.

1. Initialize \( W_1, b_1, W'_1, b'_1 \) and \( W_2, b_2, W'_2, b'_2 \) by Stacked Autoencoders performed on \( R_1 \) and \( R_2 \), respectively;

2. Compute the partial derivatives of all variables according to Eqs. (9)–(16);

3. Iteratively update the variables using Eq. (17);

4. Continue Step 2 and Step 3 until the algorithm converges;

5. Perform recommendation by the output \( R \).

where \( \eta \) is the step size, which determines the speed of convergence. The pseudo codes of the proposed algorithm are summarized in Algorithm 1. Note that the proposed optimization problem is not convex, and thus there is no guarantee of obtaining an optimal global solution. To achieve a better local optimal solution of the proposed gradient descent approach, we first run Stacked Autoencoders (SAE) on \( R_1 \) and \( R_2 \) respectively, and then use their outputs to initialize the corresponding encoding and decoding weights. Also, it is worth mentioning that the rating matrix is normalized as \( R = \frac{R}{\max} \), where \( \max \) is the maximal rating score in \( R \), since the input value range of autoencoder should be \([0, 1]\).

4. Experiments

In this section, we conduct experiments on four real-world data sets to systematically evaluate the effectiveness of our proposed framework for recommendation.

4.1. Data sets

Four data sets are used in the experiments for performance comparison among all the methods. Two of them are the famous
recommendation data sets MovieLens 100K¹ and MovieLens 1M,² the former one contains 943 users and 1682 movies with 100 000 ratings, while the latter one contains 6040 users and 3706 movies with 1 000 209 ratings. The other two data sets are crawled from Douban, a well known social media network in China.³ The Douban Book data set contains 3399 users and 2394 books with 334 788 ratings. The Douban Movie data set contains 7292 users and 6060 movies with 1 027 070 ratings. Ratings in these data sets scale from 1 to 5 stars. The detailed characteristics of these four data sets are summarized in Table 2. We can find that MovieLens has the most dense rating relation, while Douban Movie is the most sparse one.

4.2. Baselines and implementation details

Baseline methods Unlike most matrix factorization based recommendation methods, this work focuses on proposing a new latent factor model based on an autoencoder. Therefore, we first compare ReDa with several basic baselines, and then various kinds of state-of-the-art matrix factorization based methods, including

- UserMean: each rating is predicted by the average of the target user’s available ratings on every item;
- ItemMean: each rating is predicted by the average of the target item’s available ratings by all users;
- NMF (Lee & Seung, 2001): the basic Non-negative Matrix Factorization for recommendation;
- PMF (Mnih & Salakhutdinov, 2007): Probabilistic Matrix Factorization for recommendation;
- BPMF (Salakhutdinov & Mnih, 2008): Bayesian Probabilistic Matrix Factorization (BPMF) for recommendation;
- SVD++ (Koren, 2008): Merging the latent factor model and neighborhood model for recommendation;
- PRA (Liang & Baldwin, 2015): Probabilistic Rating Auto-encoder, which uses autoencoder to generate latent user feature profiles.

Implementation details The baselines NMF, PMF and BPMF are implemented by the Toolkit PREA.⁴ After some preliminary test, the trade-off parameters \( \alpha \), \( \beta \), and \( \gamma \) are set as 0.5, 0.5, and 1 respectively. The number of latent factors \( k \) is set as 50 for all baselines.

Evaluation metrics We use Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) to evaluate the prediction performance of all algorithms.

\[
\text{MAE} = \frac{\sum_{(u,i) \in R} |R_{u,i} - \hat{R}_{u,i}|}{|R|},
\]

(18)

\[
\text{RMSE} = \sqrt{\frac{\sum_{(u,i) \in R} (R_{u,i} - \hat{R}_{u,i})^2}{|R|}}.
\]

(19)

where \( R \) denotes the whole rating matrix, \( R_{u,i} \) denotes the rating user \( u \) gives to item \( i \), and \( \hat{R}_{u,i} \) denotes the rating user \( u \) gives to item \( i \) as prediction. Smaller values of MAE and RMSE mean better performance.

### 4.3. Experimental results

For each data set, 60%, 70%, 80%, 90% data are randomly sampled for training respectively, and the rest are used for test. We conduct five independent trials for each sampling setting, and their average values and standard deviation are both reported. All the results of four data sets on MAE and RMSE are listed in Tables 3 and 4. From these results, we have the following insightful observations,

- Generally, the performance of all algorithms becomes better when the sampling ratio of training data increases. The matrix factorization based methods PMF, BPMF and SVD++ are significantly affected by the sampling ratios of training data.
- ReDa is significantly better than the basic algorithms UserMean and ItemMean, which shows the effectiveness of the proposed model.
- Overall, ReDa outperforms all the matrix factorization based recommendation models NMF, PMF, BPMF and SVD++ (except in two cases, SVD++ is better than ReDa), which indicates that ReDa can find better latent factors using autoencoder technique. Only when the sampling ratios for training data are higher than 70%, NMF and PMF can perform better than UserMean and ItemMean. While the performance of ReDa is better than all the baselines even when sampling ratio for training data is only 60%.
- ReDa and PRA are both better than other approaches except SVD++, which shows the effectiveness of applying autoencoder technique. ReDa also outperforms PRA, which may indicate the superiority of simultaneously learning the users’ and items’ latent factors and minimizing reconstruction errors over training data. SVD++ is better than PRA, which may due to the consideration of neighborhood model.
- From the overview of these results, all the approaches can achieve better performance when the ratings become denser. It also seems that ReDa achieves larger improvement compared with NMF when the rating density becomes larger. On the most parse data set Douban Movie, SVD++ is better than ReDa, which may indicate that ReDa is more suitable for more dense data.

### 4.4. Parameter sensitivity

In this section, we investigate the influence of the parameters \( \alpha \), \( \beta \), and \( \gamma \) in the objective Eq. (7) on the MovieLens data set with sampling 80% data for training. ReDa can perform stable when \( k \) is not too small or too large, e.g., \( k \in [30, 100] \), thus we simply set \( k = 50 \) for all algorithms. In this experiment, when tuning one parameter, the values of the other two are fixed. Specifically, all three parameters \( \alpha \), \( \beta \), and \( \gamma \) are sampled from \([0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 5, 10]\), and we report all the results in Fig. 2. From Fig. 2, we set \( \alpha = 0.5 \), \( \beta = 0.5 \), and \( \gamma = 1 \) as the default values for all four data sets.

---

4. The code of SVD++ is downloaded from http://www.librec.net/download.html.
### Table 3
The performance comparison among UserMean, ItemMean, NMF, PMF, BPMF, SVD++, PRA and ReDa on MovieLens-100K and MovieLens-1M.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Setting</th>
<th>Metric</th>
<th>UserMean</th>
<th>ItemMean</th>
<th>NMF</th>
<th>PMF</th>
<th>BPMF</th>
<th>SVD++</th>
<th>PRA</th>
<th>ReDa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>60%</td>
<td>MAE</td>
<td>0.8384</td>
<td>±0.0017</td>
<td>±0.0016</td>
<td>±0.0014</td>
<td>±0.0022</td>
<td>±0.0017</td>
<td>±0.0006</td>
<td>±0.0031</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>1.0465</td>
<td>±0.0021</td>
<td>±0.0008</td>
<td>±0.0023</td>
<td>±0.0078</td>
<td>±0.0020</td>
<td>±0.0001</td>
<td>±0.0039</td>
</tr>
<tr>
<td></td>
<td>70%</td>
<td>MAE</td>
<td>0.8342</td>
<td>±0.0031</td>
<td>±0.0034</td>
<td>±0.0039</td>
<td>±0.0047</td>
<td>±0.0048</td>
<td>±0.0005</td>
<td>±0.0027</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>1.0401</td>
<td>±0.0028</td>
<td>±0.0042</td>
<td>±0.0043</td>
<td>±0.0068</td>
<td>±0.0006</td>
<td>±0.0058</td>
<td>±0.0081</td>
</tr>
<tr>
<td></td>
<td>80%</td>
<td>MAE</td>
<td>0.8344</td>
<td>±0.0083</td>
<td>±0.0093</td>
<td>±0.0077</td>
<td>±0.0028</td>
<td>±0.0129</td>
<td>±0.0021</td>
<td>±0.0040</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>1.0408</td>
<td>±0.0081</td>
<td>±0.0122</td>
<td>±0.0093</td>
<td>±0.0034</td>
<td>±0.0162</td>
<td>±0.0005</td>
<td>±0.0052</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>MAE</td>
<td>0.8370</td>
<td>±0.0033</td>
<td>±0.0008</td>
<td>±0.0061</td>
<td>±0.0035</td>
<td>±0.0001</td>
<td>±0.0010</td>
<td>±0.0040</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>0.9791</td>
<td>±0.0044</td>
<td>±0.0013</td>
<td>±0.0001</td>
<td>±0.0038</td>
<td>±0.0003</td>
<td>±0.0001</td>
<td>±0.0002</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>70%</td>
<td>MAE</td>
<td>0.7820</td>
<td>±0.0031</td>
<td>±0.0009</td>
<td>±0.0001</td>
<td>±0.0020</td>
<td>±0.0001</td>
<td>±0.0003</td>
<td>±0.0005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>0.9795</td>
<td>±0.0043</td>
<td>±0.0016</td>
<td>±0.0002</td>
<td>±0.0028</td>
<td>±0.0002</td>
<td>±0.0005</td>
<td>±0.0013</td>
</tr>
<tr>
<td></td>
<td>80%</td>
<td>MAE</td>
<td>0.7809</td>
<td>±0.0021</td>
<td>±0.0018</td>
<td>±0.0008</td>
<td>±0.0019</td>
<td>±0.0001</td>
<td>±0.0005</td>
<td>±0.0029</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>0.9777</td>
<td>±0.0028</td>
<td>±0.0014</td>
<td>±0.0003</td>
<td>±0.0027</td>
<td>±0.0001</td>
<td>±0.0004</td>
<td>±0.0024</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>MAE</td>
<td>0.7825</td>
<td>±0.0021</td>
<td>±0.0022</td>
<td>±0.0015</td>
<td>±0.0031</td>
<td>±0.0009</td>
<td>±0.0008</td>
<td>±0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>0.9794</td>
<td>±0.0026</td>
<td>±0.0025</td>
<td>±0.0012</td>
<td>±0.0061</td>
<td>±0.0003</td>
<td>±0.0001</td>
<td>±0.0006</td>
</tr>
</tbody>
</table>

### Table 4
The performance comparison among UserMean, ItemMean, NMF, PMF, BPMF, SVD++, PRA and ReDa on Douban Book and Douban Movie.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Setting</th>
<th>Metric</th>
<th>UserMean</th>
<th>ItemMean</th>
<th>NMF</th>
<th>PMF</th>
<th>BPMF</th>
<th>SVD++</th>
<th>PRA</th>
<th>ReDa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>60%</td>
<td>MAE</td>
<td>0.6182</td>
<td>±0.0015</td>
<td>±0.0004</td>
<td>±0.0014</td>
<td>±0.0013</td>
<td>±0.0001</td>
<td>±0.0006</td>
<td>±0.0011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>0.7726</td>
<td>±0.0021</td>
<td>±0.0010</td>
<td>±0.0020</td>
<td>±0.0038</td>
<td>±0.0021</td>
<td>±0.0006</td>
<td>±0.0014</td>
</tr>
<tr>
<td></td>
<td>70%</td>
<td>MAE</td>
<td>0.6169</td>
<td>±0.0012</td>
<td>±0.0006</td>
<td>±0.0008</td>
<td>±0.0017</td>
<td>±0.0010</td>
<td>±0.0005</td>
<td>±0.0012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>0.7717</td>
<td>±0.0012</td>
<td>±0.0008</td>
<td>±0.0015</td>
<td>±0.0072</td>
<td>±0.0004</td>
<td>±0.0006</td>
<td>±0.0012</td>
</tr>
<tr>
<td></td>
<td>80%</td>
<td>MAE</td>
<td>0.6158</td>
<td>±0.0010</td>
<td>±0.0012</td>
<td>±0.0007</td>
<td>±0.0006</td>
<td>±0.0009</td>
<td>±0.0004</td>
<td>±0.0016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>0.7704</td>
<td>±0.0015</td>
<td>±0.0018</td>
<td>±0.0021</td>
<td>±0.0072</td>
<td>±0.0007</td>
<td>±0.0029</td>
<td>±0.0039</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>MAE</td>
<td>0.6167</td>
<td>±0.0027</td>
<td>±0.0018</td>
<td>±0.0025</td>
<td>±0.0033</td>
<td>±0.0013</td>
<td>±0.0010</td>
<td>±0.0037</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>0.7721</td>
<td>±0.0029</td>
<td>±0.0024</td>
<td>±0.0029</td>
<td>±0.0059</td>
<td>±0.0013</td>
<td>±0.0039</td>
<td>±0.0031</td>
</tr>
<tr>
<td></td>
<td>60%</td>
<td>MAE</td>
<td>0.6809</td>
<td>±0.0008</td>
<td>±0.0010</td>
<td>±0.0006</td>
<td>±0.0007</td>
<td>±0.0006</td>
<td>±0.0004</td>
<td>±0.0004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>0.8521</td>
<td>±0.0012</td>
<td>±0.0010</td>
<td>±0.0008</td>
<td>±0.0062</td>
<td>±0.0002</td>
<td>±0.0001</td>
<td>±0.0007</td>
</tr>
<tr>
<td></td>
<td>70%</td>
<td>MAE</td>
<td>0.6799</td>
<td>±0.0007</td>
<td>±0.0007</td>
<td>±0.0008</td>
<td>±0.0014</td>
<td>±0.0005</td>
<td>±0.0004</td>
<td>±0.0013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>0.8511</td>
<td>±0.0007</td>
<td>±0.0008</td>
<td>±0.0011</td>
<td>±0.0039</td>
<td>±0.0074</td>
<td>±0.0001</td>
<td>±0.0026</td>
</tr>
<tr>
<td></td>
<td>80%</td>
<td>MAE</td>
<td>0.6802</td>
<td>±0.0008</td>
<td>±0.0005</td>
<td>±0.0012</td>
<td>±0.0033</td>
<td>±0.0003</td>
<td>±0.0007</td>
<td>±0.0029</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>0.8510</td>
<td>±0.0012</td>
<td>±0.0006</td>
<td>±0.0011</td>
<td>±0.0056</td>
<td>±0.0027</td>
<td>±0.0005</td>
<td>±0.0033</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>MAE</td>
<td>0.6798</td>
<td>±0.0021</td>
<td>±0.0016</td>
<td>±0.0013</td>
<td>±0.0053</td>
<td>±0.0044</td>
<td>±0.0000</td>
<td>±0.0013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>0.8506</td>
<td>±0.0025</td>
<td>±0.0018</td>
<td>±0.0017</td>
<td>±0.0033</td>
<td>±0.0006</td>
<td>±0.0002</td>
<td>±0.0004</td>
</tr>
</tbody>
</table>
5. Related work

Recent years have witnessed a boom of research work in recommendation systems. A number of techniques are employed for recommendations and many sources of data are fused to improve recommendation performances. Traditional recommender systems normally only utilize user–item rating feedback information for recommendation. Collaborative filtering is one of the most popular techniques, whose basic idea is to find similar objects for recommendation through interactive records. Recently, matrix factorization has shown its effectiveness and efficiency in recommender systems, which factorizes user–item rating matrix into two low rank user-specific and item-specific matrices, and then utilizes the factorized matrices to make further predictions (Srebro & Jaakkola, 2003). Assuming that the rating matrix is low-rank within certain neighborhoods of the metric space, Lee, Bengio, Kim, Lebanon, and Singer (2014) combined a recent approach for local low-rank approximation based on the Frobenius norm with a general empirical risk minimization for ranking losses. Actually, this method is an ensemble of basic matrix factorization, and of course we can use it to further improve our model. In this work, we aim to propose a new latent factor framework based on deep learning.

With the prevalence of social media, more and more information is fused for better recommendation. Many researchers study social recommender systems which utilize social relations among users. Ma et al. (2008) fused user–item matrix with users’ social trust network by sharing a common latent low-dimensional user feature matrix. Furthermore, authors in Ma, King, and Lyu (2009) coined the social trust ensemble to represent the formulation of the social trust restrictions. Some researchers have begun to use friend relation among users. For example, Yang, Steck, and Liu (2012) inferred category-specific social trust circles from available rating data combined with friend relations. With the surge of heterogeneous information network, some researchers have noticed the importance of heterogeneous information for recommendation. Yu et al. (2014) proposed an implicit feedback recommendation model with systematically extracted latent features from heterogeneous network. More recently, Shi et al. (2015) utilized heterogeneous network to integrate all kinds of information, and adopt a meta path based similarity measure for semantic recommendation. Most of these methods integrate additional information under the matrix factorization framework, in which the latent factors of users and items are usually obtained by directly factorizing the rating matrix. However, in ReDa, we try to propose that the latent factors of users and items can be derived by the autoencoders from the rating matrix.

Recently, deep learning has shown its great success in image and text processing. Some researchers have noticed the potential of deep learning for recommendation. In order to alleviate the cold start problem, Oord et al. (2013) extracted latent factors of music from audio signals with deep convolutional neural network, instead of traditional bag-of-words representation. To address the sparsity problem, Wang et al. (2014) employed the collaborative topic regression model to utilize item content information. In the model, they designed a collaborative deep learning method to couple a Bayesian formulation of the stacked denoising autoencoder and probabilistic matrix factorization. In essence, these methods utilize deep learning to extract latent features from additional information, e.g., music audio and text.
content. Unlike these methods, the proposed ReDa employs the deep learning directly on the rating information. The most related work is Liang and Baldwin (2015), in which they proposed a probabilistic rating autoencoder to generate latent user feature profiles, then the neighborhood based collaborative filtering approach is used to make predictions. However, they did not consider the reconstruction error over latent factors, which may further improve the performance.

6. Conclusion and future work

To make full use of the user–item rating information and learn better latent representations, different from previous matrix factorization methods we aim to propose a new representation learning model based on autoencoders for recommendation in this paper. In our proposed framework, we simultaneously learn the latent factors of users and items, and minimize the derivations of training data using the learnt latent factors. Experiments on four data sets validate the superiority of our proposed framework.

Though our proposed recommendation framework ReDa can achieve promising performance, for each iteration in Algorithm 1, the time complexity is $O(knm)$, where $k$ is the number of latent factors, $m$ is the number of users and $n$ is the number of items. So we will focus on developing an efficient algorithm to derive the solutions in the future. Moreover, it is easy to integrate external information by introducing some regularization items for our model, which will also be our future work.
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