
Chapter 1
Introduction

Abstract In this chapter,we introduce somebasic concepts and definitions in hetero-
geneous information network and compare the heterogeneous information network
with other related concepts. Then, we give some popular examples in this field. In
the end, we analyze the reason why mining heterogeneous information network is a
new paradigm.

1.1 Basic Concepts and Definitions

As we know, most real systems usually consist of a large number of interacting, mul-
tityped components, such as human social activities, communication and computer
systems, and biological networks. In such systems, the interacting components con-
stitute interconnected networks, which can be called information networks without
loss of generality. Clearly, information networks are ubiquitous and form a critical
component of modern information infrastructure. The information network analysis
has gained extremely wide attentions from researchers in many disciplines, such as
computer science, social science, and physics. Particularly, the information network
analysis has become a hot research topic in the fields of data mining and information
retrieval in the preceding decades. The basic paradigm is to mine hidden patterns
through mining link relations from networked data. The analysis of information net-
work is related to the works in link mining and analysis [3, 4, 6], social network
analysis [20, 34], hypertext and web mining [1], network science [12], as well as
graph mining [2].

An informationnetwork represents an abstractionof the realworld, focusingon the
objects and the interactions among these objects. Formally, we define an information
network as follows.

Definition 1.1 (Information network [27, 28]). An information network is defined
as a directed graph G = (V, E) with an object type mapping function ϕ : V → A
and a link type mapping function ψ : E → R. Each object v ∈ V belongs to one
particular object type in the object type set A: ϕ(v) ∈ A, and each link e ∈ E belongs
to a particular relation type in the relation type set R: ψ(e) ∈ R. If two links belong
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(a) Network instance (b) Network schema

Fig. 1.1 An example of heterogeneous information network on bibliographic data [27]

to the same relation type, the two links share the same starting object type as well as
the ending object type.

Different from the traditional network definition, we explicitly distinguish object
types and relation types in an information network and propose the concepts of
heterogeneous/homogeneous information network. For simplicity, we also call het-
erogeneous information network as heterogeneous network or HIN in this book.

Definition 1.2 (Heterogeneous/Homogeneous information network). The informa-
tion network is called heterogeneous information network if the types of objects
|A| > 1 or the types of relations |R| > 1; otherwise, it is a homogeneous information
network.

Example 1.1 Figure1.1 shows an HIN example on bibliographic data [27]. A biblio-
graphic information network, such as the bibliographic network involving computer
science researchers derived from DBLP,1 is a typical heterogeneous network con-
taining three types of information entities: papers, venues, and authors. For each
paper, it has links to a set of authors, and a venue, and these links belong to a set of
link types.

In order to understand the object types and link types better in a complex hetero-
geneous information network, it is necessary to provide the meta-level (i.e., schema-
level) description of the network. Therefore, the concept of network schema is pro-
posed to describe the metastructure of a network.

Definition 1.3 (Network schema [27, 28]). The network schema, denoted as TG =
(A,R), is a metatemplate for an information network G = (V, E) with the object
type mapping ϕ : V → A and the link type mappingψ : E → R, which is a directed
graph defined over object types A, with edges as relations from R.

1http://dblp.uni-trier.de/.

http://dblp.uni-trier.de/
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The network schema of a heterogeneous information network specifies type con-
straints on the sets of objects and relationships among the objects. These constraints
make a heterogeneous information network semi-structured, guiding the semantics
explorations of the network. An information network following a network schema
is called a network instance of the network schema. For a link type R connect-

ing object type S to object type T , i.e., S
R−→ T , S and T are the source object

type and target object type of link type R, which can be denoted as R.S and R.T ,

respectively. The inverse relation R−1 holds naturally for T
R−1−→ S. Generally, R is

not equal to R−1, unless R is symmetric.

Example 1.2 As described above, Fig. 1.1a demonstrates the real objects and their
connections on bibliographic data. Figure1.1b illustrates its network schema which
describes the object types and their relations in the HIN. Moreover, Fig. 1.1a is a
network instance of the network schema Fig. 1.1b. In this example, it contains objects
from three types of objects: papers (P), authors (A), and venues (V ). There are links
connecting different types of objects. The link types are defined by the relations
between two object types. For example, links existing between authors and papers
denote the writing or written-by relations, while those between venues and papers
denote the publishing or published-in relations.

Different from homogeneous networks, two objects in a heterogeneous network
can be connected via different paths and these paths have different physicalmeanings.
These paths can be categorized as meta paths as follows.

Definition 1.4 (Meta path [29]). A meta path P is a path defined on a schema

S = (A,R), and is denoted in the form of A1
R1−→ A2

R2−→ . . .
Rl−→ Al+1, which defines

a composite relation R = R1 ◦ R2 ◦ · · · ◦ Rl between objects A1, A2, · · · , Al+1,
where ◦ denotes the composition operator on relations.

For simplicity, we can also use object types to denote the meta path if there are no
multiple relation types between the same pair of object types: P = (A1A2 · · · Al+1).
For example, in Fig. 1.1a, the relation, authors publishing papers in conferences,

can be described using the length-2 meta path A
wri t ting−→ P

wri t ten−by−→ A, or APA for
short. We say a concrete path p = (a1a2 · · · al+1) between objects a1 and al+1 in
network G is a path instance of the relevance path P , if for each ai , φ(ai ) = Ai

and each link ei = 〈ai , ai+1〉 belongs to the relation Ri in P . It can be denoted as
p ∈ P . A meta path P is a symmetric path, when the relation R defined by it is
symmetric (i.e., P is equal to P−1), such as APA and APV PA. Two meta paths
P1 = (A1A2 · · · Al) and P2 = (B1B2 · · · Bk) are concatenable if and only if Al is
equal to B1, and the concatenated path is written as P = (P1P2), which equals to
(A1A2 · · · Al B2 . . . Bk). A simple concatenable example is that AP and PA can be
concatenated to the path APA.

Example 1.3 Consider the examples shown in Fig. 1.2, authors can be connected
via meta paths such as “Author-Paper-Author” (APA) path, “Author-Paper-Venue-
Paper-Author” (APV PA) path, and so on.Moreover, Table1.1 shows path instances
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(a) APA (b) APVPA (c) APV

Fig. 1.2 Examples of meta paths in heterogeneous information network on bibliographic data

Table 1.1 Meta path examples and their physical meanings on bibliographic data

Path instance Meta path Physical meaning

Sun-NetClus-Han
Sun-PathSim-Yu

Author-Paper-Author (APA) Authors collaborate on the
same paper

Sun-PathSim-VLDB-PathSim-
Han
Sun-PathSim-VLDB-
GenClus-Aggarwal

Author-Paper-Venue-Paper-
Author
(APVPA)

Authors publish papers on the
same venue

Sun-NetClus-KDD
Sun-PathSim-VLDB

Author-Paper-Venue (APV ) Authors publish papers at a
venue

and semantics of thesemeta paths. It is obvious that semantics underneath these paths
are different. The APA pathmeans authors collaborating on the same papers (i.e., co-
author relation), while APV PA path means authors publishing papers on the same
venue. The meta paths can also connect different types of objects. For example,
the authors and venues can be connected with the APV path, which means authors
publishing papers on venues.

The rich semantics of meta paths is an important characteristic of HIN. Based on
different meta paths, objects have different connection relations with diverse path
semantics, which may have an effect on many data mining tasks. For example, the
similarity scores among authors evaluated based on different meta paths are different
[29]. Under the APA path, the authors who co-publish papers will be more similar,
while the authors who publish papers on the same venues will be more similar under
the APV PA path. Another example is the importance evaluation of objects [13].
The importance of authors under APA path has a bias on the authors whowrite many
multiauthor papers, while the importance of authors under APV PA path emphasizes
the authors who publish many papers on those productive conferences. As a unique
characteristic and effective semantic capturing tool, meta path has been widely used
in many data mining tasks in HIN, such as similarity measure [22, 29], clustering
[30], and classification [10].
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1.2 Comparisons with Related Concepts

With the boom of social network analysis, all kinds of networked data have emerged,
and numbers of concepts to model networked data have been proposed. These con-
cepts have similarmeanings, as well as subtle differences. For example, themultitype
relational data proposed by Long et al. [18] is an HIN in deed, and the multiview data
[15] can also be organized as an HIN. Here, we compare the heterogeneous network
concept with those most related concepts.

Heterogeneous network versus homogeneous network. Heterogeneous net-
works include different types of nodes or links, while homogeneous networks only
have one type of objects and links. Homogeneous networks can be considered as
a special case of heterogeneous networks. Moreover, a heterogeneous network can
be converted into a homogeneous network through network projection or ignoring
object heterogeneity, while it will make significant information loss. Traditional link
mining [11, 14, 32] is usually based on the homogeneous network, and many analy-
sis techniques on homogeneous network cannot be directly applied to heterogeneous
network.

Heterogeneous network versus multirelational network [36]. Different from
heterogeneous network, multirelational network has only one type of objects, but
more than one kind of relationship between objects. So multirelational network can
be seen as a special case of heterogeneous network.

Heterogeneous network versusmultidimensional/mode network [31]. Tang et
al. [31] proposed the multidimensional/mode network concept, which has the same
meaning with multirelational network. That is, the network has only one type of
objects and more than one kind of relationship between objects. So multidimen-
sional/mode network is also a special case of heterogeneous network.

Heterogeneous network versus composite network [39, 40]. Qiang Yang et al.
proposed the composite network concept [39, 40], where users in networks have
various relationships, exhibit different behaviors in each individual network or sub-
network, and share some common latent interests across networks at the same time.
So composite network is, in fact, a multirelational network, a special case of hetero-
geneous network.

Heterogeneous network versus complex network. A complex network is a net-
work with non-trivial topological features and patterns of connection between its
elements that are neither purely regular nor purely random [7]. Such non-trivial
topological features include a heavy tail in the degree distribution, a high clustering
coefficient, community structure, and hierarchical structure. The studies of complex
networks have brought together researchers from many areas, including mathemat-
ics, physics, biology, computer science, sociology, and others. The studies show
that many real networks are complex networks, such as social networks, informa-
tion networks, technological networks, and biological networks [19]. So we can say
that many real heterogeneous networks are complex networks. However, the stud-
ies on complex networks usually focus on the structures, functions, and features of
networks.
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1.3 Example Datasets of Heterogeneous Information
Networks

Intuitively, most real systems include multityped interacting objects. For example, a
social media website (e.g., Facebook) contains a set of object types, such as users,
posts, and tags, and a health care system contains doctors, patients, diseases, and
devices. Generally speaking, these interacting systems can all be modeled as hetero-
geneous information networks. Concretely, this kind of networks can be constructed
from the following three types of data.

1. Structured data. Structured data stored in database table is organizedwith entity-
relation model. The different-typed entities and their relations naturally construct
information networks. For example, the bibliographic data (see the above exam-
ple) is widely used as heterogeneous information network.

2. Semi-structured data. Semi-structured data is usually stored with XML format.
The attributes in XML can be considered as object types, and the object instances
can be determined by analyzing the contents of attributes. The connections among
attributes construct object relations.

3. Non-structured data. For non-structured data, heterogeneous information net-
works can also be constructed by objects and relationship extraction. For example,
for text data, entity recognition and relation extraction can form the objects and
links of HIN.

Although heterogeneous information networks are ubiquitous, there are not many
standard datasets for study, since these heterogeneous information usually exist in
different data sources. Here, we summarize some widely used heterogeneous net-
works in literatures.

Multirelational network with single-typed object. Traditional multirelational
network is a kind of HINs, where there is one type of object and several types of
relations among objects. This kind of networks widely exists in social websites,
such as Facebook and Xiaonei [40]. Figure1.3a shows the network schema of such
a network [40], where users can be extensively connected with each other through
connections, such as recording, browsing, chatting, and sending friends applications.

Bipartite network. As a typicalHIN, bipartite network iswidely used to construct
interactions among two types of objects, such as user–item [5] and document–word
[16]. Figure1.3b shows the schema of a bipartite network connecting documents and
words [16]. As an extension of bipartite graphs, k-partite graphs [17] containmultiple
types of objects where links exist among adjacent object types. The bipartite network
has been well studied for a long time. As the simplest HIN, we will not discuss this
type of network in this book.

Star-schema network. Star-schema network is themost popular HIN in this field.
In the database table, a target object and its attribute objects naturally construct an
HIN, where the target object, as the hub node, connects different attribute objects. As
an example shown in Fig. 1.3c, a bibliographic information network is a typical star-
schema heterogeneous network [22, 29], containing different objects (e.g., paper,
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(a) Multi-relation (b) Bipartite (c) Star-schema (d) Multiple-hub

Fig. 1.3 Network schema of heterogeneous information networks

(a) Multiple HINs [10] (b) Schema-rich HIN [42]

Fig. 1.4 Two examples of complex heterogeneous information network

venue, author, and term) and links among them. Many other datasets can also be
represented as star-schemanetworks, such as themovie data [23, 37] from the Internet
Movie Database 2 (IMDB) and the patent data [41] from US patents data.3

Multiple-hub network. Beyond star schema, some networks have more complex
structures, which involvemultiple-hub objects. This kind of networkswidely exists in
bioinformatics data [8, 33]. A bioinformatics example is shown in Fig. 1.3d, includes
two hubs: gene and chemical compound. Another example can be found in the
Douban dataset 4 [24].

Besides these widely used networks, many real systems can also be constructed
as more complex heterogeneous networks. In some real applications, users may
exist in multiple social networks, and each social network can be modeled as an
HIN. Figure1.4a shows an example of two heterogeneous social networks (Twitter
and Foursquare) [9]. In each network, users are connected with each other through
social links, and they are also connected with a set of locations, timestamps, and text
contents through online activities. Moreover, some users have two accounts in two
social networks separately, and they serve as anchor nodes to connect two networks.
More generally, some interaction systems are too complex to be modeled as an HIN
with a simple network schema. Knowledge graph [25] is such an example. We know
that knowledge graph is based on resource description framework (RDF) data [21],

2www.imdb.com/.
3http://www.uspto.gov/patents/.
4http://www.douban.com/.

www.imdb.com/
http://www.uspto.gov/patents/
http://www.douban.com/
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which complies with an < Subject, Property, Object > model. Here, “Subject”
and “Object” can be considered as objects, and “Property” can be considered as
the relation between “Subject” and “Object”. And thus a knowledge graph can be
considered as a heterogeneous network, and such an example is shown in Fig. 1.4b.
In such a semantic knowledge base, like Yago [26], there are more than 10-million
entities (or nodes) of different types, and more than 120-million links among these
entities. In such a schema-rich network, it is impossible to depict such network with
a simple network schema.

In HIN, we distinguish the types of nodes and links, which should introduce some
novel pattern discovery, compared to traditional homogeneous networks. Although
many networked data can be modeled as heterogeneous networks, heterogeneous
networks still have some limitations. Firstly, some real data are too complex to be
modeled asmeaningful HINs. For example, we can consider the RDF data as anHIN,
while we cannot simply depict its network schema. Secondly, it may be difficult
to analyze some networked data with an HIN perspective, even these data can be
modeled as an HIN. These limitations are also the future works of HIN. We need to
design more powerful mining methods in HIN to make it capable to be applied in
more applications and discover more novel patterns.

1.4 Why Heterogeneous Information Network Analysis

In the past decades, link analysis has been extensively explored [4]. Somanymethods
have been developed for information network analysis, and numerous data mining
tasks have been explored in homogeneous networks, such as ranking, clustering,
link prediction, and influence analysis. However, due to some unique characteristics
(e.g., fusion of more information and rich semantics) of HIN, most methods in
homogeneous networks cannot be directly applied in heterogeneous networks, and
it is potential to discover more interesting patterns in this kind of networks.

It is a new development of data mining. Early data mining problems focused on
analyzing feature vectors of objects. In the late 1990s,with the advent ofWWW,more
and more data mining researchers turned to studying links among objects. It is one of
themain researchdirections tominehiddenpatterns fromfeature and link information
of objects. In these researches, homogeneous networks are usually constructed from
interconnected objects. In recent years, abundant social media emerge, and many
different types of objects are interconnected. It is hard to model these interacted
objects as homogeneous networks, while it is natural to model different types of
objects and relations among them as heterogeneous networks. Particularly, with the
rapid increment of user-generated content online, big data analysis is an emergent
yet important task to be studied. Variety is one significant characteristic of big data
[35]. As a semi-structured representation, heterogeneous information network can
be an effective way to model complex objects and their relations in big data.

It is an effective tool to fuse more information. Compared to homogeneous
network, heterogeneous network is natural to fusemore objects and their interactions.
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In addition, traditional homogeneous networks are usually constructed from single
data source, while heterogeneous network can fuse information across multiple data
sources. For example, customers use many services provided by Google, such as
Google search, G-mail, maps, and Google+. So we can fuse this information with a
heterogeneous information network, in which customers interact withmany different
types of objects, such as keywords,mails, locations, and followers.Broadly speaking,
heterogeneous information network can also fuse information cross multiple social
network platforms [9]. We know that there are many social network platforms with
different objectives, such as Facebook, Twitter,WeChat, andWeibo.Moreover, users
often participate inmultiple social networks. Since each social network only captures
a partial or biased view of a user, we can fuse information across multiple social
network platforms with multiple heterogeneous information networks, where each
heterogeneous network represents information from one social network with some
anchor nodes connecting these networks [38].

It contains rich semantics. In heterogeneous networks, different-typed objects
and links coexist and they carry different semantic meanings. As a bibliographic
example shown in Fig. 1.1, it includes author, paper, and venue object types. The
relation type “Author-Paper” means authors writing papers, while the relation type
“Paper-Venue” means papers published in venues. Considering the semantic infor-
mation will lead to more subtle knowledge discovery. For example, in DBLP bib-
liographic data [29], if you find the most similar authors to “Christos Faloutsos,”
you will get his students, like Spiros Papadimitriou and Jimeng Sun, under the APA
path,while the results are reputable researchers, like JiaweiHan andRakeshAgrawal,
under the APV PA path. How to mine interesting patterns with the semantic infor-
mation is a unique issue in heterogeneous networks.
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